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Abstract 

To minimize the cost of color restoration, current digital cameras use color filter array 

(CFA) instead of beam splitters of full-color camera. In this paper, a new demosaicking 

method is proposed which has three stages: (1) green channel restoration, (2) red/blue 

channel restoration, and (3) three channels refinement. As green channel has more 

information than that of red/blue, green channel restoration is performed before red/blue 

channel restoration. The proposed method uses channel difference information and 

parameter applied weighted average approaches. Experimental results indicate that the 

proposed method provides reliable results in terms of objective and subjective metrics. 

 

Keywords: Bayer CFA, color interpolation, channel difference, image quality 

assessment 

 

1. Introduction 

The full color image is generally composed of multi-color channels, and at least three 

color sensors are required to show color image [1]. In electronic color imaging, it is 

necessary to simultaneously acquire image data in three color planes (Red, Green, and 

Blue). Although the digital cameras resolution has been increasing, the size of CMOS 

sensors could not be increased accordingly [2]. However, the CMOS sensors are still 

requested to acquire huge number of pixels [3, 4]. Therefore, the quantity of light 

obtained in the same time by each unit is remarkably reduced. This degradation of light 

sensitivity by each unit can cause downgrade in restored image quality, particularly in 

dark area [5-6]. Therefore, the images obtained by above cameras can have noisy and 

blurring effect, and may require a long exposure time to obtain enough light to achieve 

acceptable images.  

When a color image is acquired using a CFA, it is needed to populate the R, G, and B 

intensities so that there is a reconstruct of all 3 color intensities for each sensor position. 

Once the population is accomplished, each pixel has 3 color intensities and can be 

manipulated by various image processing methods. To reduce the cost, currently available 

digital cameras uses color filter array (CFA) to obtain a color image. Therefore, each 

pixel only captures one color, and this process is mosaicking, and the opposite process is 

demosaicking (or color interpolation) [7-9]. The opposite process stands for 

reconstructing missing two colors information. After capture, the signal of each pixel is 

read out sequentially; digitized and stored in memory. The original data for each pixel 

only contains information about one color, depending on which filter is positioned over 

that pixel. However, information for all three primary colors is needed to construct a color 

image. The missing information is extracted based on the information gathered by the 

neighboring pixels. This is called “color interpolation”. There are a variety of 

interpolation methods, such as “ Nearest Neighbor Interpolation”, “Bilinear 

Interpolation”, and “Bi-cubic Interpolation”, etc. These simple methods are described in 

the literature. The quality of the final image depends in large part on which algorithm is 

used. For this reason many camera manufacturers consider their best color interpolation 
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algorithms to be trade secrets and do not publish them. The colors values obtained 

through the color interpolation process are called native colors. Due to the spectral 

characteristics of the optics (lens, filters) used in the system, the lighting conditions (such 

as daylight, fluorescent, and etc.) of the scene, and the characteristics of the color filters of 

the sensor, the native RGB data may not provide a faithful color rendition. One of mostly 

successfully CFAs is Bayer pattern CFA [10]. In Bayer pattern CFA, each pair has four 

pixels, two are from green channel and the other two are from red/blue channel, 

respectively. Figure 1 shows an example of 5×5 Bayer CFA pattern where red is located 

in center (i, j) position. 
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Figure 1. 5×5 Bayer CFA Pattern Example where Red Channel is Located in 
Center (I, J) Position 

There have been several demosaicking methods with diverse degree of complexity and 

accuracy. One of simplest methods is bilinear (or bicubic) interpolations which are 

considered to be the straightforward approach where the missing color information is 

reconstructed in a single color component independently [11-14]. However, the high 

frequency component cannot be well restored. One of the most well-known direction 

based method is adaptive color plane interpolation algorithm [15, 16]. By considering 

inter-channel correlation, some advanced methods were presented to try to preserve edge 

details and provide better color demosaicking result [17-20]. For instance, the ECI 

method is proposed to achieve full color image by restoring the color channels between 

green and red/blue components. Based on effective color interpolation approach, other 

demosaicking methods were proposed. The primary-consistent soft-decision approach 

removes color components artifacts by undertaking the same demosaicking direction for 

each color component of a pixel. These all methods were based on adaptive color plane 

interpolation algorithm with more accurate edge direction computing. 

In this paper, a new color interpolation method is proposed which has three stages. In 

the first stage, the green channel is restored using color channel difference. As the green 

channel has twice information than that of red or blue, the restored green channel 

information is used for red or blue channel interpolation. After fully populating red, green 

and blue information, refinement process is applied to remove outlier pixels.  

This paper is arranged as follows. Section 2 introduces color restoration technique 

based on subsampled channel difference. Section 3 describes simulation results in terms 

of objective metrics and subjective quality comparison. Finally, conclusion remarks are 

provided in Section 4. 
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2. Proposed Method  

The proposed method restored the green channel first. Then other color components 

(red and blue) are restored using already restored green channel. As the green channel has 

more usable information, employing restored green channel for red/blue restoration is 

helpful. For example, it is assumed that the center pixel is located at (i, j) and the center 

pixel color component is red. There are four edge directions, 0
o
 (horizontal: H), 90

o
 

(vertical: V), 45
o
 (upper-right diagonal: UR), and 135

o
 (upper-left diagonal: UL) gradients 

at (i, j) locations. Then, Hi,j, Vi,j, URi,j, and ULi,j, are computed as follows. 
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In Equation (1), Bi,j and Gi,j are still unknown, and only Ri,j are available. Parameter α is 

weight value. Figure 2 shows four cases of edge directions. 
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(a)                                                       (b) 
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(c)                                                       (d) 

Figure 2. Four Cases of Edge Directions for Restoration: (a) Horizontal (H), 
(b) Vertical (V), (c) Upper-Right (UR), and (D) Upper Left (UL) 

If α is smaller (or bigger) than 1, then green pixels have more (or less) influence to 

determine direction. It is assumed that the missing green (MG) components are obtained 

by following equations: 
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Similarity, β is a weight parameter. As described above, there are four directions, H, V, 

UR, and UL. Parameter P is obtained as, 

 , , , , ,min ,  ,  ,  i j i j i j i j i jP H V UR UL                                          (3) 

When Pi,j = Hi,j, it is assumed that the green pixel is interpolated horizontally and 

,

H

i jMG  is considered for restoration. In addition, when Pi,j = URi,j, the green pixel is 

interpolated upper right direction and ,

UR

i jMG  is considered for restoration. 
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(a)                                                   (b) 

Figure 3. Two 5×5 Blocks of Bayer CFA: (a) Red Pixels are Horizontally 
Located, (b) Blue Pixels are Horizontally Located 

After the green channel is restored, remained red and blue channels are restored. As the 

interpolated green channel is reliable, the green channel information is adopted for 

investigating red and blue channels. The unknown red/blue channels are components at 

green CFA sampling positions are populated. Figure 3 shows two examples that a green 

pixel is positioned at the center of 5×5 block. The only difference is that the red pixels are 

horizontally located in Figure 3(a) while the blue pixels are horizontally located in Figure 

3(b). For the blue channel interpolation at red location (Figure 1 case), information 

located in the diagonal direction could be good estimates for interpolation. The red and 

blue information are populated by Equations (4) and (5), respectively. In this step, λ1 and 

λ2 are weight parameters for left and right, or upper and lower directions. 
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When red/blue components are positioned in green channel, there are two scenarios. To 

obtain red and blue channels in Figure 3(a), the bicubic interpolation method is 

recommended. The red channel is horizontally interpolated while blue channel is 

vertically interpolated: 
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For the case of Figure 3(b), the red channel is interpolated vertically and the blue 

channel is interpolated horizontally. 
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While all channels (Red, Green, and Blue) can be restored by the proposed method, 

color artifacts are yet to be addressed. Therefore, refinement process is usually executed 

to further enhance the performance of the interpolation in various demosaicking methods. 

In this paper, the refinement process of Chen and Chang [8] is adopted for refining the 

green pixel values of an image, and the detailed description is as follows. 

 

 

Figure 4. Color Difference Plane of Gr 

After all the pixel values of an image are restored by interpolation, each location has an 

R, G and B pixel value. The refinement process begins by calculating the color difference 

Gr (G-R) values of each point. The color difference plane of Gr is shown in Figure 4 and 

the Gr values are estimated with adjacent points using the Equation (10). Cbk represent 

color difference correlations with adjacent points and are defined as Equation (11). 
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A new Gr is obtained by applying Equation (10) with the weighted values of the 

adjacent eight points. A new Gb can also be obtained using the same method. The new Gr 
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and Gb values are then computed backwards, respectively, to find the two new green pixel 

values, which are added and averaged to produce the adjusted green pixel value. 

 

3. Experimental Results 

The proposed approach is tested on 20 LC images (#51-70). Figure 5 shows 20 selected 

LC images. All test images are initially executed by Bayer CFA pattern and then 

interpolated back to three color components using color interpolation methods. The 

reconstructed images are compared to the original image with several objective metrics 

such as color peak signal to noise ratio (CPSNR), color mean squared error (CMSE), and 

S-CIELAB. It is noted that pixels within eleven pixel distance from the border area are 

not examined in the experiments. The first two metrics are CPSNR and CMSE. The 

CMSE is calculated as, 

 
2

{ , , } 1 1

1
( , , ) ( , , ) .

3

H W

i R G B y x

CMSE ori x y i rec x y i
HW   

                        (12) 

In Equation (12), ori and rec stand for the original image and the demosaicked images. 

Parameters x, y, and i are horizontal position, vertical position, and color channel number, 

respectively. H is the image height and W is the image width of the tested image. For LC 

dataset, H is 540 and W is 720. Once CMSE is computed, then CPSNR can be computed 

as, 

1020log .
peak

CPSNR
CMSE

 
  

 
                                            (13) 

In Equation (13), peak is 255. The predetermined parameters α=1.2, β=0.8, λ1=0.9 and 

λ2=0.9 are used in this paper. Figure 6 shows the process of generating CFA image. A pair 

of Bayer CFA pattern has four pixels and CFA pattern may be three candidates: RGGB, 

RRGB, and RGBB. For example, if RGGB is obtained, it has two green pixels, one red 

pixel and one blue pixel. Therefore, the red channel is obtained by applying cyan filter, 

and the blue channel is obtained by applying green filter. After that, the rest of signals are 

green channel [19]. 

Result images are shown in Figures 7-11, where five images are displays: original 

image, bilinear interpolation image, proposed method, difference between bilinear and the 

original one, and the difference between the proposed method image and the original one.  

 

 

Figure 5. 20 Test Images, LC Dataset #51-70 
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Figure 6. Process of Generating CFA Image 

Figure 7 shows simulation results comparison on LC #51 image. As can be seen in the 

figures, the proposed approach well restores image similar to the original one. This can be 

found from Figures 7(c) and 7(e). On the other hand, the benchmark method shows 

undesirable color errors as shown in Figure 7(b) and Figure 7(d). The same simulation 

was tested on LC #52-55 images. All images indicate that the proposed method 

outperforms the benchmark in terms of subjective performance comparison.  

Figure 8 shows simulation results comparison using LC #52 image. The proposed 

method well reconstructed image similar to the original one. However, bilinear 

interpolation result shows unwanted color artifacts, as shown in Figure 8(b). Figure 9 

shows simulation result with LC #53 image. The original image has mosaic pattern, and 

high frequency components are in the image. Figure 9(b) shows false color and blurred. 

On the other hand, the proposed method shows favor result as shown in Figure 9(c). 

Figure 10 shows results from LC #54 image. Figure 10(d) shows difference image 

between original and bilinear interpolation. It is obvious that bilinear interpolation results 

blur and false color artifacts. However, the proposed method did not reveal color errors. 

Figure 11 shows results from LC #55 image. The bilinear interpolation suppressed high 

frequency component, therefore result image looks like low pass filtered image. Figure 

11(d) shows difference image between original and bilinear interpolation. Figure 11(e) 

represents difference image between original and proposed method, and shows the least 

differences, which indicates the proposed method is quite identical to the original one. As 

can be seen in all simulation figures, the proposed approach achieved similar result with 

the original image, while bilinear interpolation result shows blurred image. In addition, 

various false colors are shown throughout the restored image. Moreover, by proposing a 

new edge direction determination rule, good restoration performance is achieved. 
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(a)                                         (b)                                        (c) 

  

(d)                                        (e) 

Figure 7. Simulation Results: (a) Original LC #51 Image, (b) Bilinear 
Interpolation, (c) Proposed Method, (d) Difference Image between (a) and (b), 

and (e) Difference Image between (a) and (c) 

 

(a)                                         (b)                                        (c) 

  

(d)                                        (e) 

Figure 8. Simulation Results: (a) Original LC #52 Image, (b) Bilinear 
Interpolation, (c) Proposed Method, (d) Difference Image Between (a) And 

(b), and (e) Difference Image Between (a) and (c) 
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(a)                                         (b)                                        (c) 

  

(d)                                        (e) 

Figure 9. Simulation Results: (a) Original LC #53 Image, (b) Bilinear 
Interpolation, (c) Proposed Method, (d) Difference Image Between (a) and 

(b), and (e) Difference Image Between (a) and (c) 

 

(a)                                         (b)                                        (c) 

  

(d)                                        (e) 

Figure 10. Simulation Results: (a) Original LC #54 Image, (b) Bilinear 
Interpolation, (c) Proposed Method, (d) Difference Image Between (a) and 

(b), and (e) Difference Image Between (a) and (c) 
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(a)                                         (b)                                        (c) 

  

(d)                                        (e) 

Figure 11. Simulation Results: (a) Original LC #55 Image, (b) Bilinear 
Interpolation, (c) Proposed Method, (d) Difference Image Between (a) and 

(b), and (e) Difference Image Between (a) and (c) 

Table 1 and Table 2 show objective performance comparison in three metrics: CMSE, 

CPSNR, and S-CIELAB. Table 1 indicates bilinear interpolation results while Table 2 

indicates the proposed method results. The same results are displayed in figure form as 

shown in Figures 12-14, where Figure 12 shows MSE metric, Figure 13 shows PSNR 

metric, and Figure 14 shows S-CIELAB metric. It is noted that lower MSE, higher PSNR, 

and lower S-CIELAB indicate better images. It is noted that metrics A to I are as follows: 

 

A: Red channel MSE F: Green channel PSNR 

B: Green channel MSE G: Blue channel PSNR 

C: Blue channel MSE H: CPSNR 

D: CMSE I: S-CIELAB 

E: Red channel PSNR   

 



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol. 10, No. 7 (2017) 

 

 

Copyright © 2017 SERSC  151 

Table 1. Objective Performance Results for the Bilinear Interpolation 

Image 

number 
A B C D E F G H I 

51 99.65 154.66 116.69 123.67 28.14 26.23 27.46 27.20 4.11 

52 161.16 208.53 146.30 172.00 26.05 24.93 26.47 25.77 3.19 

53 149.12 251.27 155.56 185.32 26.39 24.12 26.21 25.45 4.74 

54 441.81 596.80 377.00 471.87 21.67 20.37 22.36 21.39 6.42 

55 223.34 313.57 181.78 239.57 24.64 23.16 25.53 24.33 5.41 

56 142.66 174.09 120.21 145.65 26.58 25.72 27.33 26.49 3.66 

57 236.04 267.63 194.28 232.65 24.40 23.85 25.24 24.46 5.18 

58 115.31 130.56 79.37 108.41 27.51 26.97 29.13 27.77 2.75 

59 273.51 285.55 217.53 258.86 23.76 23.57 24.75 24.00 5.00 

60 196.44 308.53 265.57 256.85 25.19 23.23 23.88 24.03 5.53 

61 156.99 213.14 163.44 177.86 26.17 24.84 25.99 25.63 3.24 

62 314.88 416.68 278.36 336.64 23.14 21.93 23.68 22.85 6.50 

63 594.22 687.65 631.83 637.90 20.39 19.75 20.12 20.08 9.11 

64 201.28 227.50 161.99 196.92 25.09 24.56 26.03 25.18 4.29 

65 195.74 272.66 167.61 212.00 25.21 23.77 25.88 24.86 4.76 

66 100.66 149.56 82.79 111.00 28.10 26.38 28.95 27.67 2.80 

67 100.97 123.83 85.26 103.35 28.08 27.20 28.82 27.98 2.74 

68 67.07 84.22 49.96 67.08 29.86 28.87 31.14 29.86 3.11 

69 124.79 148.55 99.22 124.19 27.16 26.41 28.16 27.18 3.42 

70 97.76 134.48 84.10 105.45 28.22 26.84 28.88 27.90 3.56 

Avg. 199.67 257.47 182.94 213.36 25.79 24.63 26.30 25.50 4.48 

Table 2. Objective Performance Results for the Proposed Method 

Image 

number 
A B C D E F G H I 

51 30.85 15.26 59.72 35.28 33.23 36.29 30.36 32.65 1.54 

52 18.55 8.56 20.00 15.70 35.44 38.80 35.11 36.16 0.90 

53 43.18 18.63 43.64 35.15 31.77 35.42 31.73 32.67 1.45 

54 53.63 35.53 71.99 53.72 30.83 32.62 29.55 30.82 1.89 

55 28.23 13.38 32.81 24.81 33.62 36.86 32.96 34.18 1.61 

56 16.31 7.92 23.24 15.83 36.00 39.13 34.46 36.13 1.06 

57 54.24 24.68 46.76 41.90 30.78 34.20 31.43 31.90 1.99 

58 75.75 26.59 34.51 45.61 29.33 33.88 32.75 31.53 1.80 

59 51.62 27.61 56.93 45.39 31.00 33.72 30.57 31.56 2.26 

60 160.60 84.72 161.00 135.44 26.07 28.85 26.06 26.81 3.25 

61 31.59 15.45 37.22 28.09 33.13 36.24 32.42 33.64 1.17 

62 93.38 72.34 202.52 122.75 28.42 29.53 25.06 27.24 3.96 

63 141.77 98.43 255.52 165.24 26.61 28.19 24.05 25.94 4.88 

64 33.95 14.04 41.15 29.71 32.82 36.65 31.98 33.40 1.46 

65 22.86 15.36 45.14 27.79 34.53 36.26 31.58 33.69 1.75 

66 13.44 5.95 15.34 11.58 36.84 40.38 36.27 37.49 0.82 

67 10.35 4.64 10.55 8.51 37.98 41.46 37.89 38.82 0.72 

68 9.65 3.05 12.92 8.54 38.28 43.27 37.01 38.81 0.79 



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol. 10, No. 7 (2017) 

 

 

152   Copyright © 2017 SERSC 

69 18.97 6.95 19.34 15.09 35.34 39.70 35.26 36.34 1.04 

70 34.57 15.46 33.68 27.90 32.74 36.23 32.85 33.67 1.45 

Avg. 47.17 25.73 61.20 44.70 32.74 35.88 31.97 33.17 1.79 

 

   

(a)                                                           (b) 

   

(c)                                                           (d) 

Figure 12. Objective Performance Comparison in Terms of MSE: (a) Red 
Channel, (b) Green Channel, (c) Blue Channel, and (d) CMSE 

   
(a)                                                           (b) 
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(c)                                                           (d) 

Figure 13. Objective Performance Comparison in Terms of PSNR: (a) Red 
Channel, (b) Green Channel, (c) Blue Channel, and (d) CPSNR 

 

Figure 14. Objective Performance Comparison in Terms of S-CIELAB 

 

4. Conclusions 

Due to the cost reason, current digital cameras adopt color filter array instead of beam 

splitters of full-color RGB camera. Although RGB camera provides more natural images, 

but its beam splitters for each pixel may cause high costs. Therefore, usage of CFA is 

inevitable and its color interpolation (demosaicking) is important topic. The proposed 

method restores color image from a given CFA image. 

The proposed method has three steps: (1) green channel interpolation, (2) red/blue 

channel interpolation, and (3) all channels refinement. As green component has more 

information than that of red or blue components, it is suggested to restore green channel 

first before red or blue channel. Simulation results inform that lower MSE, higher PSNR, 

and lower S-CIELAB indicate better images. Therefore, the proposed approach gives 

reliable results in terms of visual and objective performance. 
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