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Abstract 

Aiming at the long time consumption in the feature description，a feature points 

description algorithm based on weighted neighbor contribution and multi-resolution 

fusion is involved. First, the contribution of the sampling point’s neighbors is introduced 

to design the Weighted Neighbor Contribution Center-Symmetric Local Binary Pattern 

(WNCCS-LBP) descriptor based on the weighted neighbor contribution strategy. Then, a 

Multi-resolution Fusion Center-Symmetric Local Binary Pattern(MFCS-LBP) descriptor 

is constructed by combining the WNCCS-LBP descriptor and the CS-LBP descriptor 

based on the multi-resolution fusion strategy.  Experimental results demonstrate that the 

proposed algorithm significantly saves the description time and  improve the robustness 

in the presence of scale change, image rotation, viewpoint change and image blur. 

 

Keywords: Local feature description; SIFT; CS-LBP; Weighted neighbor contribution; 

Multi-resolution fusion 

   

1. Introduction 

Comparing with the global features such as variance and color histogram, local features 

are more robust to shade and interference and are widely used in image matching and 

target recognition etc.[1-4]. Furthermore, local feature descriptors are relatively 

insensitive to rotation, illumination and scale variations and they convert the image 

matching into the similarity measurement of feature vectors. An excellent local feature 

descriptor should be equipped with robustness and distinctiveness [5]. 

The two important steps  to construct a descriptor are as follows. The first step is to 

localize the position and scale of the feature points by filtering the points that remain 

unstable over changes. The second step is to construct a description of the feature point. 

While the localization and description aspects of the feature points algorithm are 

often designed together, the solutions to these two problems are independent [6]. 

This paper focuses on the second aspect to explore description. Scale invariant feature 

transform(SIFT) [7] is one of the most widely used feature points description algorithm. 

SIFT is constructed by computing the direction of the feature point and counting the 

gradient magnitude and orientation of pixels around the feature point. SIFT is mostly 

invariance to scale change, image rotation and illumination . But the complexity of the 

construction process and high dimensionality of SIFT will lead to the low matching 

efficiency.  

To solve these problems, many improved methods have been proposed and these 

approaches could be, at least roughly, classified into three classes. The first class includes 

scale invariant feature transform based on principal component analysis (PCA-SIFT) 
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descriptor [6], boosting scale invariant feature transform (B-SIFT) descriptor [8] and 

improved SIFT [9]. They are presented to reduce the descriptor's dimensionality. 

PCA-SIFT and B-SIFT are the simplified version of the SIFT, which further deal with the 

gradient   through PCA . The improved SIFT uses K-L transform to reduce the 

dimensionality of feature vector. Though the computing speed is enhanced with these 

methods, the performance of descriptor is influenced to some degree. The gradient 

location-orientation histogram [10]
 
(GLOH) and the approach proposed by Zhou[11] 

belong to the second type which aims to change the shape of neighborhood. These 

techniques have less influence on algorithm performance. The GLOH descriptor is similar 

to SIFT and it also applies PCA to reduce the dimensionality  of descriptor. Other 

methods such as PLBP[12], multi-support region ellipse-partition based gradient 

histogram(MEGH) [13] and center-symmetric local binary patterns (CS-LBP) descriptor 

[14] are the third category. The MEGH descriptor is greatly helpful to improve the 

computing speed in condition that the detected region is affine invariant and normalized. 

The dimensionality is moderate and the computing speed is fast for traditional CS-LBP 

descriptor, but the original N pixels in the neighborhood can't represent the local feature 

well. Furthermore, the CS-LBP has unsatisfying description performance because the 

CS-LBP algorithm ignores the contribution of other neighborhood pixels. What's more, 

the distinctiveness of the descriptor will decline when the gray values of the neighborhood 

pixels are close. 

In view of the problems of SIFT and CS-LBP, we  propose a feature points 

description algorithm based on weighted neighbor contribution and multi-resolution 

fusion, which can not only greatly reduce the description time but also improve the 

performance. The WNCCS-LBP descriptor is constructed based on the weighted neighbor 

contribution strategy which considers the contribution of the sampling point’s neighbor. 

Then, the MFCS-LBP descriptor is constructed by combing the WNCCS-LBP descriptor 

and the CS-LBP descriptor to improve the distinctiveness and robustness of the 

description algorithm. This step is based on the multi-resolution fusion theory and the two 

descriptors WNCCS-LBP and CS-LBP are constructed under different sampling radius. 

The rest of the paper is organized as follows. Section 2 reviews the CS-LBP descriptor 

and the multi-resolution fusion theory.The feature points description algorithm based on 

weighted neighbor contribution and multi-resolution fusion is detailed in Section 3. The 

performance of our scheme is reported in Section 4. The conclusion is given in Section 5. 

 

2. Review of the CS-LBP and Multi-resolution Fusion Theory 
 

2.1. CS-LBP 

To reduce the high dimensionality of LBP, the CS-LBP [13]
 
descriptor described by 

Marko Heikkilä employs binarization to the neighborhood of each pair pixels which are 

center symmetric as the central pixel. CS-LBP is defined as follows: 
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Where in and 2/Nin  are the gray values of the pair pixels on a circle of radius R  

and they are center symmetric as the central pixel ),( vu . N is the number of equally 

spaced pixels on a circle of radius R . A relatively small value forT should be utilized and 

the dimension of CS-LBP is
/22N

. Experiments conducted by Marko Heikkilä [13] 

showed that the excellent matching was achieved when 8, 2N R   and 0.01T  . 

The CS-LBP descriptor not only possess a lower dimensionality but also has a better 
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robustness in flat image area. However, the CS-LBP descriptor only compares the gray 

value of pair pixels which are center symmetric as the central pixel and ignores the 

contribution of other neighborhood pixels which makes the texture feature is not 

considered entirely.  

 

2.2. Multi-resolution Fusion Theory 

Multi-resolution fusion utilizes texture spectral histograms obtained under different 

resolutions (different R ) to jointly present textural feature. This method firstly describes 

the neighborhoods under different resolutions to obtain the texture spectral histograms. 

Then, put the histograms together to present texture feature. It is possible to formulate the 

process as follows: 

[ ]i n 1 2S s ,s , ...s ...,s                  (2)                     

  Where i denotes different resolution, n  is the number of resolutions, ( 1,2,... )i i ns  

is the texture spectral histogram of different resolution and it is typically expressed as a 

vector. As a consequence ， the generated descriptor S which considers 

the multi-resolution fusion strategy makes the region's information be more accurate, 

complete and abundant.  

 

3. Proposed Descriptor 
 

3.1. WNCCS-LBP 

The CS-LBP description algorithm loses the contribution of the other neighborhood 

pixels and the original N neighborhood pixels isn't a good demonstration of texture 

information, in consequence the accuracy and completeness of the descriptor cannot be 

guaranteed. Aiming at the defects of CS-LBP, a weighted neighbor contribution strategy 

and a descriptor named WNCCS-LBP are explored. The WNCCS-LBP descriptor adopts 

alternately sampling and considers the ignored neighborhood pixels which have 

contributions in theory. The description process is as follows.  

1) 2N neighborhood pixels are given by ( sin(2 / 2 ), cos(2 / 2 )R j N R j N  , 

( 1,2,......2 )j N and the gray values of neighborhood pixels which are not in the image 

grids are estimated by bilinear interpolation.  

2) N equally spaced sampling points  on a circle of radius R   are obtained through 

alternately sampling.  

3) Seek the contribution of sampling point's neighbors and then average the gray value 

of sampling points and the contribution previously stated. So far, the weighted gray values 

of sampling points are acquired.  

4) The binarization of the neighborhood of each weighted pair pixels which are center 

symmetric as the central pixel is implemented.  

The encoding rules of WNCCS-LBP are defined as follows: 
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Where in and 2/Nin  are the gray values of sampling points. . w is the weight of the 

skipped neighborhood pixels to the central point and T is the threshold. im and 1im  are 

the sampling point's neighbor which are adjacent to in . Especially, /2+1i Nm  equal 

to 0m when / 2 1i N  .Since each sampling point's neighbor is adjacent to the two 

sampling points and the contribution of it only affects the two sampling points. So the 
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contributions to these two sampling points are equal and 0.5w  . 
1( )i iw m +m 

and 

/2 2+1( )i N i+N /w m +m
 are the contribution of sampling point's neighbor. 

1[ ] / (2 1)i i iw(m +m )+n w+
 and 

/2 2+1 2[ ] / (2 1)i N i+N / i+N /w(m +m )+n w+
 are the 

weighted gray values of sampling points. The encoding rule of CS-LBP and 

WNCCS-LBP descriptor is illustrated in Table 1, where all points on the circle of 

radius R  are neighborhood pixels. The points with a circular border are the sampling 

points and the rest with rectangular border are the sampling point’s neighbors also called 

the skipped neighborhood pixels. In order to increase the persuasiveness of Table 1, the 

threshold T  is 5 which is different from the value in our following experiments. Table 1 

shows that CS-LBP lead to the undesirable coded values in both non-flat image regions 

and flat image regions. On the contrary, WNCCS-LBP achieves the satisfied and 

distinguishable results because of the contribution of the skipped neighborhood pixels 

which improve the distinctiveness of descriptor. 

Table 1. The Schematic Diagram of Two Encoding Rules（ 5T  ） 

Local Image Region The Result of CS-LBP 
The Result of 

WNCCS-LBP 

50
50 50

50

50

50
50

50 50
50

50

50

50

50

50

50

 
Flat Image region 

0

0

0

0

 
[0 0 0 0] 

0

0

0

0

 
[0 0 0 0] 

54
56 50

50

50

50
50

50 48
50

50

46

58

50

50

50

 
Non-flat Image region 

0

0

0

0

 
[0 0 0 0] 

1

0

0

0

 
[0 1 0 0] 

 

3.2. MFCS-LBP 

The structural characteristics of an image are uncertain, so it is insufficient to represent 

texture information of an image accurately with a single texture descriptors. Furthermore, 

the adjacent texture descriptors are not completely independent from each other and 

each texture primitive may limit or affect adjacent texture primitive, which makes the 

"effective area" of a descriptors be slightly larger than the scope of the original 

description. So for the same region, the CS-LBP descriptors with different spatial scales 

contain different information.  

In view of the above situations, a multi-resolution fusion strategy which combines the 

WNCCS-LBP descriptor and the CS-LBP descriptor is presented to further improve the 

accuracy and completeness of the descriptors. The two generated texture spectral 

histograms of CS-LBP and WNCCS-LBP are as follows: 
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Where ]0[ ,Kk  and K  is the maximum encoded value of CS-LBP or 

WNCCS-LBP. W and H are the width and height of feature region respectively. The 

MFCS-LBP descriptor 
MFCS LBPH  is derived by combing the two generated texture 

spectral histograms according to equation (5): 

MFCS LBP 1 2

1 1

1

1 1 2 2

1

=[ , ]

lg

, 1

( lg lg )

m
j j

j

m
j j j j

j

p p

p p p p

 

  







  







H h h

               (5) 

Where , [0,1]   are the weights for two histograms. 1 1

1

- lg
m

j j

j

p p


 is  the 

information entropy which is proportional to the weight. The value of m is 256 and jp1  

denotes the number of j-level pixels in the circle of radius 1R . 

In summary, the calculation of MFCS-LBP descriptor is as follows.  

1) For each pixel in the feature region, calculate (u,v)TNR ,,1
LBPCS  with 

1 1, 8, 0.01R N T   according to equation (1) and 
2 , ,WNCCS LBP )R N T (u,v  with  

2 2, 8, 0.01R N T    according to equation (3). 

2) Calculate the two texture spectral histograms: 1h  and 2h  according to equation 

(4). 

3) Combine 1h and 2h according to equation (5) to build LBPMFCSH which is the 

MFCS-LBP descriptor of the feature region. In conclusion, the construction of the 

proposed feature points description algorithm is as follows. The SIFT algorithm [6] is 

utilized to localize features point in position and scale and assign an orientation to each 

feature point to get the rotational invariance. Firstly, the 16×16-pixel feature regions that 

centered on one feature point are delimited and the gradient magnitude and orientation of 

each pixel in the region are calculated. Secondly, the orientation histograms are formed by 

counting these gradient orientations. Each orientation histogram has 36 bins covering the 

360 degree range of orientations and each point added to the histogram is weighted by its 

gradient magnitude and Gaussian-weighted circular window. Then, the orientation of peak 

in the orientation histogram is regarded as the dominant orientation of the feature point. 

Any other local peaks that are within 80% of the highest peaks are regarded as the 

auxiliary directions. Finally, the rotational invariance is achieved by rotating coordinate 

axis to dominant direction. 

Once the rotating is completed, the 16×16-pixel feature region is divided into 16 

sub-regions ),......,( 1621ibini  with size of 4×4 in order to indicate the spatial property. 

Then calculate the MFCS-LBP descriptors 1 2 16
H ,H ......H for each sub-region according 

to chapter three . The sub-regions which are closer to the feature point have greater 

contribution to feature point, so let’s start from the closer feature point and put 
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1 2 16
H ,H ......H  together from inside to outside to describe the 16 16 -pixel feature 

region. Finally, the description vector ]H,......H,[HF 1621 is obtained.  

Finally, in order to increase the robustness of feature vector to illumination, we can 

learn from SIFT algorithm and normalize the description vector twice [6].  Normalizing 

the feature vector F  to unit length for the first time aims to eliminate the influence of 

linear illumination. Then the elements of the unit feature vector which are greater than 0.2 

are assigned the value 0.2 to reduce the influence of large gradient magnitudes. At last, 

normalizing for the second time aims at nonlinear illumination. 

 

4. Experiments and Analyses 
 

4.1. Image Matching  

In the experiment, Mikolajczyk [10] dataset is adopted for the simulation. The test data 

includes six kinds of geometric and photometric transformations such as scale change, 

image rotation, viewpoint change, illumination change, image blur and JPEG compression. 

The matching performance of the proposed algorithm in complex environment can be 

checked on this image set. Five pairs of images selected from the image set are shown in 

Figure 1.  

 

     
(a) scale change + image rotation         (b) viewpoint change 

    
(c) illumination change                  (d)image blur 

  
(e) JPEG compression 

Figure 1. Testing Image Pairs 

Firstly, the SIFT algorithm is adopted to extract the feature points from five pairs of 

images, and the proposed algorithm is exploited for describing the extracted feature points. 

Cosine distance is used to measure the similarity of the feature vector and the nearest 

neighbor rule is used for matching. If the cosine distance of two feature vectors for a pair 

of feature points falls below the chosen threshold, this pair is considered to be matched. 

This paper presents recall vs.1 precision graphs to measure matching performance by 

varying the threshold, where recall and precision are define as follows: 
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#
100%

#

×100%

correct matches
recall

correspondences

#correct matches
precision =

#all matches

 

                                         (6) 

  The algorithms are implemented in MATLAB R2009b and run on a PC with Intel Core 

i7-3770 processor, 3.4GHz with 4GB RAM. The effectiveness of the proposed algorithm 

is verified by comparing it with SIFT and CS-LBP. Table 2 lists the construction time of 

descriptors and figure 2 shows the matching performance comparison of the three 

algorithms        

Table 2. Construction Time of Three Kinds of Descriptors(s) 

image pair 
Extracted feature 

points 

construction time 

SIFT CS-LBP MFCS-LBP 

scale and rotation 

change 

4241 133.53 14.21 28.34 

viewpoint change 1613 50.74 3.77 8.41 

illumination change   1748 49.71 2.41 6.28 

image blur 2171 87.52 6.73 15.32 

JPEG compression 4519 125.38 12.46 27.66 

Average time —— 87.85 9.68 16.67 

         
(a) Scale change + image rotation              (b) Viewpoint change 

   
(c) Illumination change                        (d) Image blur 
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(e) JPEG compression 

Figure 2. The Matching Performance of the Three Algorithms 

Table 2 shows that the construction time of CS-LBP and MFCS-LBP is far below than 

that of SIFT. The SIFT descriptor is constructed by distributing the weight of each pixel 

into adjacent histogram bins, which means that each weight is shared between 8 bins. 

However, CS-LBP value is quantized by its nature, thus each weight is shared between 4 

bins. What’s more, the SIFT descriptor which uses gradient as the local feature requires 

more time to calculate the gradient orientation while LBP descriptor needs only simple 

arithmetic operations. Therefore, the feature description algorithm introduced into the 

LBP can reduce the description time greatly. 

As is shown in Figure 2(a) and Figure 2(b), the proposed MFCS-LBP descriptor has 

superior matching performance in the presence of image stretching. For the proposed 

algorithm, the multi-resolution fusion strategy provides more texture information by 

introducing additional descriptors constructed under small radius. Furthermore, the 

weighted neighbor contribution strategy considers the information of the sampling point’s 

neighbor, which allows the neighborhood information more comprehensive and improves 

the universality. In the case of Figure 2(d), the MFCS-LBP descriptor still performs 

obvious advantages when the images become blurred and the distinctiveness of local 

region decreases. The reason is that weighted neighbor contribution strategy can greatly 

promote the diversity of different regions thereby enhance the distinctiveness of feature 

descriptor. However, as shown in Figure 2(c) and 2(e)，the presented algorithm has 

unsatisfied performance to illumination and JPEG compression with respect to the first 

three transformations. This could be explained by the fact that we adopt the same method 

to eliminate illumination influence compared to SIFT and CS-LBP. But we should note 

that the construction time of MFCS-LBP is one fifth of SIFT. In summary, the feature 

points description algorithm not only saves the description time but also exhibits the best 

robustness and distinctiveness among three algorithms  

 

4.2. Image Retrieval  

We enhanced the Corel database [15] to evaluate the proposed descriptor. Corel image 

library contains ten types of images and each type includes one hundred images. We first 

select ten images from each type randomly. Then the scale and rotation transformations in 

three different extents are done for each selected image. The original image and the three 

transformed images constitute a sub-type. Therefore, the newly-built sub-database 

includes four hundred images. Similarly, select another ten images from each type 

randomly and conduct viewpoint change, image blur, illumination change and JPEG 

compression for each image. So far, the five sub-databases are constructed. SIFT, CS-BP 

and the proposed MFCS-LBP description algorithms will be performed on these five 

sub-databases to compare their retrieval performance for different transformations.  

The evaluation criterion is based on the matching correctness. In experiment, 10 
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images randomly selected from one sub-database are used as retrieval images and the rest 

are candidate images. For each retrieval image the output contains ten images which are 

most similar to the retrieval image. For each enhanced sub-database, 100 images will be 

retrieved. The specific method is as follow: 
2

100%
13

p q
RA


                 (7) 

 Initial retrieve score is set to 0. If the ten selected best-match images contain p images 

which belong to the same sub-type with the retrieval image, add 2p points to the retrieves 

score. However, if q images belong to the same type with retrieval images, add q points. 

Unfortunately, if there is no qualified image in ten selected best-match images, the 

retrieves score remains unchanged. For each retrieved image, the ten selected best-match 

images include no more than three images that belong to the same sub-type with the 

retrieved image, so the correct retrieval score is 13( 2 3+1 7=13  ).RA represents the 

retrieval accuracy. 

The result is shown in Table 3. Where (1) -(5) represents sub-database which contains 

scale change and image rotation, viewpoint change, illumination change, image blur and 

JPEG compression respectively. Different algorithms show various retrieval performances 

on different sub-databases. For some sub-databases which contain images with viewpoint 

change, scale change and image rotation, the proposed algorithm outperforms the SIFT 

and the CS-LBP, which is consistent with the matching results. The construction time of 

MFCS-LBP is almost 42% up compared with CS-LBP from Table 2 but the performance 

of image retrieval of MFCS-LBP increase 3.24% compared with CS-LBP. What's more, 

the construction time of MFCS-LBP is one fifth of SIFT and the matching correctness of 

MFCS-LBP increase 1.71% compared with SIFT. Therefore, the feature points description 

algorithm combining weighted neighbor contribution with multi-resolution fusion gets a 

best performance compared with CS-LBP and SIFT.  

Table 3. The Retrieval Performance of Three Kinds of Algorithms on 5 
different Sub-databases (%) 

sub-database 

algorithm (1) (2) (3) (4) (5) average 

SIFT 57.67 56.33 60.72 42.19 60.34 55.45 

CS-LBP 55.49 54.67 59.34 40.21 59.87 53.92 

MFCS-L

BP 
60.33 59.67 60.88 44.13 60.79 

57.16 

 

5. Conclusion      

A new descriptor MFCS-LBP is presented by combining the WNCCS-LBP descriptor 

and the CS-LBP descriptor. The presented WNCCS-LBP descriptor which makes the 

information of the feature region be more complete and accurate is based on weighted 

neighbor contribution strategy. The multi-resolution fusion strategy consolidates the 

stability of feature regions under different resolution. The new MFCS-LBP descriptor is 

constructed to improve the tolerance to viewpoint change, scale change and so on. The 

performance of the proposed algorithms is compared with SIFT and CS-LBP. The 

comparisons of the performance among these algorithms include construction time, image 

matching and image retrieval. The experimental results show that the robustness of the 

proposed technique against scale change, image rotation, viewpoint change and image 

blur.  
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