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Abstract 

Color image representation is one of the most important fundamental concepts in 

image processing. In this paper, a novel algorithm for color image representation using 

the Non-symmetry and Anti-Packing Model with Squares (NAMS) is proposed. Compared 

with the existing methods, the proposed algorithm, as far as we know, first manipulates 

the three channels of color image as a whole in the Non-symmetry and Anti-Packing 

Model (NAM) theory. Also, Euclidean distance is used to measure the distance weight 

between two adjacent pixels in CIE-Lab color space instead of comparing three 

components of the pixels separately. This method can not only preserve the relevance of 

the color components of the pixels, but also keep the principal component information 

and reduce information redundancy. What’s more, the proposed algorithm can make the 

sub-patterns fit the contour and the edge self-adaptively because of the non-symmetry. 

The experimental results show that the NAMS algorithm can get higher reconstruction 

quality by using fewer sub-patterns than the existing methods, such as the linear quad 

tree and the original Non-symmetry and Anti-packing Model based method. Therefore, 

the NAMS algorithm is a better method for color image representation. 

 

Keywords: color image representation, non-symmetry and anti-packing model, 

Euclidean distance, CIE-Lab color space 

 

1. Introduction 

In the era of information explosion, the algorithm with high efficiency and low storage 

has widely requirements in the field of image processing. As a critically important role in 

image processing issues such as saliency detection [1], visual tracking [2] and object 

detection [3], an excellent image representation method can be an effective preparation 

step for the remaining work. Although the color image representation has been 

investigated widely and many algorithms have been proposed, there still exist some 

challenges [4-6]. 

The quad tree representation method is a classical method for image representation. It 

was first presented by Klinger in the 1970s [7]. Then, Gargantini proposed a linear quad 

tree representation method and removed the pointers because of the large consumption of 

the storage [8]. The linear quad tree method is widely used not only in image 

representation [9-11] but also in many other fields [12-15]. However, it emphasized 

partitioning the image in a strictly symmetric way which might easily ignore the 

characteristics of the partitioned blocks. Later, Zheng put forward a color image 

representation method based on a non-symmetry and anti-packing pattern representation 

model with the triangle and the square sub-patterns (TSNAM) [16]. He showed that the 

color image representation method based on the TSNAM can directly reduce the data 

storage and preserve the characteristics of the blocks more effectively than the linear quad 
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tree representation method. However, in this method, the color image was decomposed of 

three gray images (i.e., red, green, and blue) and then represented by using the TSNAM 

on the three gray images separately. The existing methods split the relevance of the three 

channels of the color images and lead to errors in the image reconstruction.  

In this paper, to improve the representation efficiency of color image, inspired by the 

optimization idea of the packing problem and the Euclidean distance on the Euclidean 

norm [17], a novel algorithm for color image representation using the Non-symmetry 

and Anti-Packing Model with Squares (NAMS) is proposed. The algorithm is based on 

the CIE-Lab color space, and Euclidean distance is used to measure the perceptual 

similarity between two adjacent pixels, which can largely preserve the relevance of the 

color components. The experimental results show that the NAMS algorithm can reduce 

the data storage much more effectively and the reconstructed images have higher quality 

than other methods. 

The main highlights of this paper are as follows: 

Firstly, a novel algorithm for color image representation using NAMS is proposed and 

it has been proved its representation efficiency theoretically and experimentally. 

Secondly, the algorithms of the Non-symmetry and Anti-Packing Model used in color 

image processing usually regard the color image as three separated gray images, which 

may ignore the interaction of the three color channels. Considering the relevance, the 

proposed algorithm first, as far as we know, manipulates the three channels of color 

image with NAM as a whole. 

Thirdly, Euclidean distance is used to measure the distance weight between two 

adjacent pixels in CIE-Lab color space instead of comparing three components of the 

pixels separately, which can preserve the relevance of the color components of the 

pixels. Besides, this method can also keep the principal component information and 

reduce information redundancy. 

Finally, through several measure indicators and multiple sets of contrast experiments, 

the superiority of the proposed algorithm has been presented clearly not only by statistics 

but also for the visual perception. 

The rest of the paper is organized as follows: In section 2, the idea of the proposed 

NAMS is introduced. Then, the details of the NAMS algorithm for color image 

representation are presented in section 3. The experimental results are showed in section 4. 

And finally, section 5 is the conclusion. 

 

2. Description of NAMS 

In this section, the proposed NAMS algorithm for color image representation will 

be introduced. First, the idea of NAMS will be presented in sub-section 2.1 and 

then, the NAMS in CIE-Lab space will be proposed and discussed in sub-section 2.2. 

 

2.1. Idea of NAMS 

Since the NAMS is based on the NAM which is an anti-packing problem [18-20], the 

idea of the NAMS can be described as follows: give a color picture (packed pattern) and 

squares (predefined sub-patterns), pick up these squares (sub-patterns) from the color 

picture (packed pattern), and then represent the color picture (packed pattern) with the 

combination of the squares (sub-patterns) [21-23].  

By taking two binary images for example, Figure 1 illustrates the idea of the NAMS. 

Figure 1(a) and (c) are binary images, where the sub-patterns are marked with black 

pixels. The predefined sub-pattern is square. Since not all of the pixels can be used to 

construct squares, there are many isolated points left, which are shown in Figure 1(b). By 

searching every pixel for marking sub-pattern using the raster scanning order, mark out a 

square with a length of 1, and then enlarge the square to a length of 2. If the larger square 
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is also a standard, it will be marked instead of the smaller square, and the smaller one is 

turned to be unmarked, as it is illustrated in Figure 1(d). 

Since the structure of the anti-packing method is asymmetrical, the non-symmetry 

model can preserve the characteristics of different blocks, which cannot be achieved by 

the traditional methods. On the other hand, it can also reduce the amount of the sub-

patterns for representing a packed pattern. 

 

2.2. NAMS in CIE-Lab Color Space 

Generally, there are two methods to represent a color image. One is simply to turn a 

color image to a gray image, and then manipulate it as a gray image only. Under this 

condition, some detailed information of the original color image will be lost. Besides, 

different ways to reduce the dimensionality will result in different image representations. 

This may cause many color errors between the reconstructed and the original images in 

some particular cases. 

 

 

(a)                                                         (b) 

 

(c)                                                         (d) 

Figure 1. A Simple Illustration for the Idea of NAMS 

Another method is to decompose the color image into three gray images, and then 

handles them separately, and finally composes these three gray images into one color 

image. Though this method preserves the color information, it will cost three times of the 

storage area compared with the former one. Besides, manipulating these three gray 

images separately breaks the relevance of the three components of the pixels, which plays 

a significant role in presenting the color image. When the three gray images are composed 

back together, there still exist some errors between the reconstructed image and the 

original one. 

Considering the disadvantages mentioned above, the NAMS algorithm in CIE-Lab 

color space is proposed. Since the Lab model performs better for human perception and 

recognition, the Euclidean distance in CIE-Lab color space is chosen to be the key to 

decide whether the pixels belong to the same sub-pattern or not.  

The Euclidean distance between pixel   and   used in this paper is computed as 

follows: 
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Without decomposing the color image into three gray images, the method to 

compute Euclidean distance in CIE-Lab color space preserves the integrity of the 

characteristics of the color image. On the other hand, the complexity and the storage 

are largely reduced compared with the method of decomposing color images. As a 

result, it is a better way to represent a color image for human perception . 

 

3. A Novel Algorithm of NAMS for Color Image Representation 

In this section, the encoding and the decoding algorithms will be presented in sub-

section 3.1 and 3.2 respectively. 

 

3.1. Encoding Algorithm 

For a given color image I, an encoding queue set 1 2{ , , , }nQ p p p , where 

1 2, , , np p p   denote the sub-patterns of the square and n is the total numbers of the 

instances in Q. The following steps present the encoding part of the proposed algorithm: 

• Step 1. Change the RGB image I to the image I in the CIE-Lab color space in order to 

preserves the relevance of the three channels of the color image. 

• Step 2. Set all the pixels in image I unmarked. 

• Step 3. Set a threshold K to decide whether the visited pixels belong to the same sub-

pattern or not. 

• Step 4. Search the first unmarked pixel of the image I in the order of raster scanning, 

and set the pixel to be the start point (top and left corner in the experiment) of a new 

square sub-pattern p.  

• Step 5. Find the biggest sub-pattern p to make sure that the spatial weighting of every 

two pixels in the area of the sub-pattern is less than K and mark all the pixels in this sub-

pattern. 

• Step 6. Record the parameters of the found sub-pattern, i.e., Q {No, s, l}, where No is 

the serial number of the sub-pattern, s is the coordinate of the start point of the sub- 

pattern, and l is the length of the square sub-pattern. 

• Step 7. Repeat Step 5 and Step 6 until all the pixels are marked in the image I. If there 

exist some isolated pixels which not belong to any sub-patterns, set l = 0, and the start 

point s is the pixel itself. 

• Step 8. Out put the encoding queue Q. 

 

3.2. Decoding Algorithm 

Given an encoding result queue 1 2{ , , , }nQ p p p , a decoding result is stored into a 

matrix M which can represent a color image I. The decoding part of the algorithm has the 

following steps: 

• Step 1. Iterate the queue Q to achieve the records. 

• Step 2. Search the corresponding record to get the coordinate of the start point s and 

the length l of the square sub-pattern. 

• Step 3. Reconstruct the square sub-pattern using s and l by giving the average value 

of all the pixels in the sub-pattern into the matrix M. 

• Step 4. Repeat Step 2 and Step 3 until all the records in Q are searched and 

reconstructed into the matrix M. 

• Step 5. Out put the matrix M as the pattern of a color image, and then the color image 

I is reconstructed successfully. 
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4. Complexity and Data Amount Analysis 

In this section, the complexity and data amount of the NAMS algorithm are analyzed 

in subsection 4.1 and 4.2 respectively. 

 

4.1. Complexity Analysis 

In this section, for a given color image I of N pixels, n is the number of the sub-patterns 

of image I. For the NAMS algorithm, because of not decomposing the color image into 

three gray images, the time consumption of coding is in direct proportion to nN , where 

  is the average segmentation time of the every pixel in the image, and the upper limit is 

O (log N). Therefore, the algorithm complexity in the worst circumstance is O (nNlog N). 

As to the space consumption, the space complexity is in direct proportion to the size of 

the color image, which is O (N). 

 

4.2. Data Amount Analysis 

For a given color image I of size 322  nn
, to store a triangle, a rectangle, a 

line segment, and an isolated point takes up 2n + 2, 2n, 2n and n bits, respectively 

[16].  Suppose that the total sub-pattern numbers of the triangles, rectangles, line 

segments, and isolated points are tM , rM , lM , and pM , respectively. For the proposed 

NAMS algorithm of general sub-patterns (i. e., triangles, rectangles, line segments, 

and isolated points), the data amount  NAMST   can be presented as follows: 

(2 2) 2 2NAMS t r l pT n M nM nM nM                               (2) 

For the TSNAM algorithm in [16], the data amount of TSNAM ( TSNAMT ) and the 

linear quad tree (LQT) [8] ( LQTT ) are as follows: 

3 1

1 0

(2 2) ( , ) 2 ( , ) 2 ( , ) ( , )
m

TSNAM t r l p

i j
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
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Supposed  is the ratio of the data amount of TSNAM and NAMS, and   is the ratio 

of the data amount of LQT and NAMS,  and   can be presented as follows: 
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Since the LQT algorithm and TSNAM algorithm both need to partition the image three 

times and the NAMS algorithm only need partition once, the number of the sub-patterns 

ought to be stored is largely decreased. It can come to the conclusion that  >1,  >1. 
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As presented above, it is theoretically proved that the proposed NAMS can reduce the 

number of sub-patterns and the data storage more effectively than the TSNAM algorithm 

and the LQT algorithm. 

 

5. Experiments 

In this section, all of the experiments are performed on a Celeron microprocessor 

running at 2.6 GHz and 4 GB RAM. The algorithm of NAMS for color image 

representation has been implemented and compared with TSNAM [16] and LQT [8]. 

In the experiments, some color images of size 512×512×3 are used.  

For better comparison, square is defined as the only sub-pattern type in both the 

TSNAM and NAMS in the same condition. Since complexities are various for 

different images, amount of color images have been tested in the experiment and the 

comparison data of four test color pictures in Figure 2 has been listed in Table 1. 

Meanwhile, in Figure 3 and 4, two original images (i. e., Lena and Butterfly_1) and 

their three reconstructed images by using the LQT, the TSNAM and the NAMS 

methods have been presented respectively. The reconstructed images are filled with 

the average value of the pixels in each sub-pattern.  

Since the property of the non-symmetry of the NAMS method preserves the 

characteristics of the blocks, the contour of “Lena” shown in Figure 2(d) and the 

leaves in the background of “Butterfly_1” shown in Figure 3(d) are reconstructed 

with less artificial artifacts by using the NAMS method than by using the LQT 

method (as shown in Figure 2(b) and Figure 3(b)). Compared with the reconstructed 

images by using the TSNAM method (as shown in Figure 2(c) and Figure 3(c)), the 

images reconstructed by using the NAMS (as shown in Figure 2(d) and Figure 3(d)) 

have less color errors compared to the original images. This is due to the benefit of 

keeping the relevance of the color components without manipulating them 

separately. 

 

      

(a) Lena                                                            (b) Flower 



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol. 10, No. 6 (2017) 

 

 

Copyright © 2017 SERSC  7 

      

(c) Butterfly_1                                                  (d) Butterfly_2 

Figure 2. The Four Test Original Color Image 

Table 1 has shown the comparison of the number of the sub-patterns (the blocks), 

the Mean Square Error (MSE), the Peak Signal to Noise Ratio (PSNR), and 

structural similarity index measurement (SSIM) of the LQT, TSNAM, and NAMS 

methods, which can be defined as follows: 
2

10

255
10logPSNR

MSE
     (7) 

where MSE is the mean square error between the original image X and the 

reconstructed image, which can be defined as follows: 

 
2

1 1

M N

ij ij

i j

X X

MSE
MN

 






      (8) 

 

      

(a) Original Image                        (b) Reconstructed Image by LQT 
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(c) Reconstructed Image by TSNAM        (d) Reconstructed Image by NAMS 

Figure 3. The Comparison of Reconstructed Images of Lena 

SSIM can be defined as follows: 

  
  

1 2

2 2 2 2

1 2

2 2x y xy

x y x y

C C
SSIM

C C

  

   

 


   
       (9) 

where (x, y) is the coordinate of one pixel,  is the average value of two pixels in 

the two compared images,  is the standard deviation. 1C , 2C are predefined 

parameters. In the experiments, 1C  is defined as 0.01 and 2C  is 0.03. 

 

      

(a) Original Image                                (b) Reconstructed Image by LQT 
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(c) Reconstructed Image by TSNAM       (d) Reconstructed Image by NAMS 

Figure 4. The Comparison of Reconstructed Images of Butterfly_1 

Besides, Figure 5 has shown the line graphs of the comparison of the number of 

the sub-patterns (include isolated pixels) of the NAMS algorithm, the LQT 

algorithm, and the TSNAM algorithm. 

According to Table 1 and Figure 5, the proposed NAMS algorithm has obviously 

fewer blocks than other methods (i. e., the LQT and the TSNAM) while the PSNR 

value in the proposed NAMS algorithm is higher and the MSE value is lower. 

Besides, the SSIM values of the NAMS algorithm in the four images are all above 

0.9 and higher than others. As a result, the NAMS algorithm can represent the color 

images more efficiently with less storage space than the LQT and the TSNAM 

algorithms. And thus, it is a better way to represent a color image.  

Table 1. The Comparison of Experimental Data between LDT, TSNAM, and 
NAMS 

 Lena Flower 

blocks MSE PSNR SSIM blocks MSE PSNR SSIM 

        LQT 62679 28.39 33.60 0.8962 103908 19.00 35.34 0.9065 

TSNAM 102018 30.04 33.35 0.8725 106360 26.55 33.89 0.8545 

NAMS 51293 18.52 35.45 0.9375 71852 13.92 36.70 0.9362 

NAMS/LQT 0.8183 0.6524 1.0552 1.0461 0.6915 0.7326 1.0382 1.0328 

NAMS/TSNAM 0.5028 0.6166 1.0630 1.0745 0.6756 0.5242 1.0828 1.0956 

 Butterfly_1 Butterfly_2 

blocks MSE PSNR SSIM blocks MSE PSNR SSIM 

LQT 137073 29.58 33.42 0.8792 165183 29.16 33.48 0.9113 

TSNAM 142338 36.47 32.51 0.8741 151113 34.92 32.70 0.8885 

NAMS 57893 22.71 34.57 0.9256 67829 28.30 33.61 0.9171 

NAMS/LQT 0.4224 0.7678 1.0343 1.0527 0.4106 0.9705 1.0039 1.0064 

NAMS/TSNAM 0.4067 0.6226 1.0633 1.0589 0.4489 0.8106 1.0279 1.0322 
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(a) Number of Sub-patterns                   (b) Value of PSNR 

Figure 5. Line Graphs of the Comparisons of LQT, TSNAM, and NAMS 

 

6. Conclusion 

In this paper, inspired by the relevance of the three components of each pixel of a color 

image, a novel algorithm for color image representation by using the NAMS algorithm 

has been proposed. By comparing the representation algorithm of NAMS with those of 

TSNAM and LQT, it has been proved that the proposed NAMS algorithm for color 

images can save the storage space much more effectively as well as reconstruct color 

images better than the other methods in both the PSNR values and the visual quality. 

Therefore, it is a better method to represent color images. This present work gives an 

improvement for color image representation by preserving the relevance of the three 

components of the pixels in color images. 
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