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Abstract

Complex sound is the kind of sound which contains numerous types of sounds and the boundaries between them are indistinguishable. Aiming at the problem of poor identification accuracy of identifying complex sound in noisy environment, this paper proposes a mixed feature representation of complex sound, which is based on the combination of Mel Frequency Cepstral Coefficients and Short-Term Energy, by extracting and analyzing features of complex sound. And a training samples selection algorithm based on double cluster labels is proposed to select representative training sets. Then we train and identify complex sound by employing the Hidden Markov Model. Experiments show that using the mixed feature parameter and the proposed algorithm can greatly improve the identification accuracy of complex sound in noisy environment.
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1. Introduction

Real-live sounds are basically aliasing and complex, existing systems identify these sounds by separating sound sources[1]-[2]. Be different with these aliasing sounds, complex sound of this study is the kind of sound which contains numerous types of sounds and the boundaries between them are indistinguishable. We just identify this type of sounds integrally and we don’t need to separate these sound sources. For example, the vehicles whistles in communities are different because of the different types of vehicles and different distances from the sound sources to the microphone, so when we identify them, we just need to identify whether they belong to whistle without knowing their specific whistle ways. For another example, train whistle under the railway environment contains wind whistle and electric whistle, and is along with various sounds of the wind, grinding sound of the track, brakes and the environmental sounds, etc. There are also many such sounds in natural environment, such as the sound of thunder and lightning, the sound of water and wind, etc., with different times, the characteristics are different.

Complex sound recognition is the key issue in the fields of intelligent transportation and ambient intelligence, etc. In recent years, researches of speech recognition have made significant breakthroughs [3]-[4]. However, researches of non-speech recognition such as Environmental Sound Recognition (ESR) can’t meet the application requirements [5]-[6]. Complex sound recognition is a kind of classification problem. Existing studies mainly use feature extraction methods and classification methods of speech recognition. In terms of feature selection and extraction, MFCC is most commonly used. Nevertheless, there is various and unpredictable noise in real and complex environment. The classification effect of MFCC declines significantly when noise occurs, so the traditional MFCC feature can’t meet the needs of practical applications [7]-[8]. In order to solve this problem, this paper proposes a mixed feature parameter which contains MFCC and STE to represent the features of complex sound by analyzing complex sound.
Common classifiers for classifying sound include Gaussian Mixture Model (GMM), Hidden Markov Model (HMM) and Support Vector Machine (SVM), etc. Studies show that sample-based learning methods are the most effective to design classifiers. Thus the quantity and quality of training samples are two key factors which affect the performance of the classifiers [9]. But in the traditional training process, there are following problems of training samples: firstly, when the number of training samples is large enough, the statistic-based learning methods for classification can obtain the classifiers which have good generalization abilities, but the computational cost of training classifiers also increases. Secondly, there are some redundant samples in a lot of sample libraries, in fact, similar samples don’t need repeatedly training [10]-[11]. Thirdly, in practice, complex sound contains many types of sounds and they alternately occur. Therefore, if we mark them manually, the cost is very high. And marking some types of sounds may also need expertise, for example, train whistle contains wind whistle and electric whistle. If we choose some samples which are more useful for classification to label, we can use less manual annotation to get higher quality of training data sets[12]-[13]. So this paper proposes an algorithm based on double cluster labels for selecting training samples to improve training phase of HMM classifier.

The rest of this paper is organized as follows. In Section II, we will first introduce the theories of some sound features, and then give the reasons of selecting the proposed mixed features. In Section III, we will give the details of the proposed training samples selection algorithm. Experimental results and analyses will be presented in Section IV. Finally, Section V concludes the work.

2. Feature Extraction

2.1. Mel Frequency Cepstral Coefficients

The human auditory system is a very good sound recognition system within the audible range of the human ear. MFCC is the commonly used feature in sound recognition, because it uses a non-linear frequency scale to simulate the auditory system and its performance is relatively stable. The transform relation of Mel frequency Mel (f) and actual frequency f is given in formula (1).

\[
\text{Mel}(f) = 2595 \log(1 + f/700),
\]  
(1)

The steps of extracting MFCC feature parameters as follows.

(1) Firstly, we transform the framed and windowed sound signals by Discrete Fourier Transform (DFT) to get power spectrum on the frequency spectrum.

(2) Then, we convolve the power spectrum through a set of band-pass filters which contain M triangle filters, and get logarithmic power spectrum of Mel frequency by calculating logarithmic energy of filters.

(3) Finally, we transform the logarithmic power spectrum by Discrete Cosine Transform (DCT) to get MFCC coefficients.

\[
C_t(n) = \sum_{m=1}^{M} S_t(m) \cos \left( \frac{\pi n (m-0.5)}{M} \right), 0 \leq n < M,
\]  
(2)

Where \( n \) is the number of MFCC, and \( C_t(n) \) is the \( n^{th} \) MFCC parameter of the \( t^{th} \) frame, \( C_t(0) \) is deleted because it is DC component and MFCC coefficients finally contain \( C_t(1), \cdots, C_t(12) \). \( S_t(m) \) is the logarithmic power spectrum of sound signals. \( M \) is the number of triangle filters and \( M \) values 12 in this paper.

2.2. Differential Features

Standard MFCC parameter only reflects the static characteristics of sound, and the dynamic characteristics can be described by the difference coefficients of MFCC. Experiments have shown that the combination of dynamic features and static features can effectively improve the recognition performance of the system. We calculate the first order
difference coefficients of MFCC by the formula (3).

\[ D_n = \frac{\sum_{k=1}^{K} (C_{n+k} - C_{n-k})}{\sqrt{2} \sum_{k=1}^{K} k^2} \]  

(3)

Where \( D_n \) represents the \( n^{th} \) first order difference coefficients of MFCC. \( C_n \) is the \( n^{th} \) cepstral coefficient. \( K \) represents the time difference of the first derivative and \( K \) values 2 in this paper.

2.3. Short-Term Energy

Short-term energy is the measurement of the intensity of the sound, and is a kind of important time domain feature of sound signals. It is denoted by STE and defined as the formula (4).

\[ E_t = \sum_{i=0}^{N-1} x_i^2 (i), \]  

(4)

Where \( E_t \) is the STE of the \( t^{th} \) frame. \( N \) is the frame length and values 1024 in this paper, \( i \) is the sample point within a frame.

2.4. Mixed Features

This paper proposes a mixed feature parameter which contains MFCC (including the first order differential coefficients) and STE on the following bases.

(1) STE is the reaction of time domain features, and has little correlation with MFCC parameters. The combination of them can reflect the features of complex sounds better.

(2) STE is a scalar value. Combining with MFCC parameters doesn’t significantly increase the dimensions of feature components and the computational complexity is small.

(3) We take the train whistle detection for example, and analyze some sound features of the running trains. As Figure 2 shows, the mixed feature parameter which contains MFCC and STE can reflect the differences between different sound signals better.
The following conclusions can be obtained from Figure 1.

1. Through comparison between Figure 1(a) and Figure 1(b), we can find that although category 1 of whistle and category 2 of whistle are both whistle, their features are significantly different. Similarly, through comparison between Figure 1(c) and Figure 1(d), we also can find that although category 1 of non-whistle and category 2 of non-whistle are both non-whistle, their features are also significantly different. The results show that even if they belong to the same category of complex sound, the features may be significantly different.

2. Through comparison between Figure 1(a) and Figure 1(c), we find that the MFCC parameters of category 1 of whistle and category 2 of whistle are similar, so using only traditional MFCC can’t distinguish the whistle and non-whistle well.

3. When we use the mixed feature parameter, the features of different sounds are significantly different. So we expect the classification effects of the mixed feature parameter would be better.

3. Proposed Training Samples Selection Algorithm

In order to classify the features of complex sound better, this paper constructs the classifier with HMM. HMM is a kind of generative model classifier, and for this type of classifier, good training sample consists on the following characteristics (1) Similarity. In a category, the samples should have some certain similarities. The samples which are away from the distribution areas of most samples may lead to a serious decline in the performance of the classifier. (2) Non-redundancy. When we select the useful samples from a category, we only need the samples which can describe the distribution of samples in the category and don’t need too many similar samples, so we need to remove redundant samples. (3) Comprehensiveness. Representative sample sets which are selected should cover every category as well as possible. Therefore, HMM is a kind of learning model based on statistics and the quality of HMM training samples directly influences the effect of the classifier.

In the complex sound environment, there are some differences in duration, background noises and amplitude of sound clips in the same category. If we train the complex sound in the same category together as one class by traditional manual annotation, the obtained model may be not convergent or the model parameters may be not representative. In order to solve the above problems, we propose an algorithm based on double cluster labels for selecting training samples to improve training phase of HMM classifier. The distance of K-Means clustering method is cosine distance because the sound signals are time series signals and the features are vectors. The algorithm based on double cluster labels for
selecting training samples is shown in Figure 2.

Figure 2. Algorithm Based on Double Cluster Labels for Selecting Training Samples
The algorithm for selecting representative training sample sets is as follows.

1. Select a large number of experimental samples as the initial training sample set, and then classify them into rough sample set 1, rough sample set 2, ..., rough sample set \( w \). Each rough sample set represents a same category.

2. Pre-process every sample of each rough sample set and extract their mixed features to get the corresponding mixed eigenvector matrix.

3. Cluster each mixed eigenvector matrix into one group by K-Means clustering method and the distance measure is cosine similarity. Select the centroids to represent the samples and we can obtain a total of \( w \) centroid vector sets.

4. Cluster the \( w \) centroid vector sets separately. The number of classes is decided according to the actual situation. Each centroid vector set can be clustered into \( P_w \) classes, and then select few samples as the final representative training sample sets.

In step (4), to every class, the selection method of the representative training sample sets is as follows. Firstly, we get the cosine distance from each centroid vector to the class center by K-means. Then we arrange the distances in ascending order. Finally, we select the \((1 + k \times d)\)th centroid vector as representative centroid vector.

\[
k = 0, 1, 2, \ldots, N - 1; \quad d = \frac{X}{N}
\]

Where \( X \) represents the number of centroid vectors of the class. \( N \) is the number of centroid vectors of representative centroid vector sets.

Even if the number of the training samples is limited, we can still get better classification performance through the training sample sets which are constructed by the proposed selection algorithm.

Through the above algorithm, we can extract a plurality of more representative training sample sets from a rough sample set according to the mixed feature parameters. The advantages of these representative sample sets are as follows. First, because the sets are obtained by clustering based on feature parameters, it is possible to overcome the difficulties of subjective classification. Second, the distribution of these sets approaches the distribution of every category and they remove the redundant samples, so they ensure the quality of training samples, while reducing the number of training samples, and they greatly improve the efficiency of training and recognition accuracy.

4. Experiments

4.1. Experimental Setup

In this paper, we take the train whistle recognition for an example. The experimental goal is to identify the train whistle from the sound of trains, that is, to distinguish the whistle from the non-whistle. Since the train whistle contains wind whistle and electric whistle, etc., and non-train whistle contains various sounds of the wind, grinding sound of the track and brakes, etc., so train whistle recognition is a kind of typical complex sound recognition in noisy environments.

(a). Data Sets

The data sets of this paper were collected from the nearby train station in Hefei and Wuhu, etc. And we used microphones and other equipment to acquire the sound signal data of trains, the sound format is wav, the sampling rate is 48 kHz, 16 bit, mono and the encoded form is PCM.

Taking the multiple semantic characteristics of complex sound signals into account, we marked the original sound signals of trains as two categories which contain whistle and non-whistle by artificial identification. In reality, whistle can be subdivided into wind whistle and electric whistle, etc. Non-whistle can be subdivided into sound of the wind, grinding sound of the track and brakes, etc. Since these complex sound signals can’t be directly marked by artificial annotation, so we directly marked the whistle as category 1.
of whistle, category 2 of whistle, ⋯, etc., and we directly marked the non-whistle as category 1 of non-whistle, category 2 of non-whistle, ⋯, etc.

(b). Feature extraction and classifier design

In this paper, the sound samples of the original data sets are different in lengths of time. In order to obtain the same number of features, we used the time window method to automatically cut the sound samples and we can obtain the sound clips of equal size. The length of each clip is 0.5 seconds and the length of the overlap between adjacent clips is 0.25 seconds. The features of fragments are composed by features of frames and the used frame length is 1024 points, frame shift is 480 points. The features of frames are composed by 12-dimensional MFCC parameters, their first-order differential coefficients and one-dimensional STE, a total of 25 dimensions. We employed HMM classifier as the experimental classifier. The number of initial state is set as 6 and the initial probability of state is [1, 0, 0, 0, 0, 0]. Each state contains three Gaussian probability density functions and the convergence threshold of training samples is set as $5 \times 10^{-3}$.

(c). Data Distribution

The initial training sample set of the experiment contains a total of 200 train sound samples, and the lengths of time range from 30 seconds to 180 seconds. Through the algorithm based on cluster labels, we finally selected 29 sound signals of whistle and 47 sound signals of non-whistle as the representative training sample set. Besides, we obtained test samples by collecting new samples in real time, and the test sample set contains a total of 230 samples in this paper.

(d). Evaluation Criteria

The evaluation criteria of features selection is the classification accuracy of HMM in the case of selecting different features, that is, the whistle recognition rate, the non-whistle recognition rate and the comprehensive recognition rate. They are calculated as follows.

\[
\text{whistle recognition rate} = \frac{\text{the number of correctly identified whistle}}{\text{the total number of whistle samples}} \times 100\% \quad (5)
\]

\[
\text{non-whistle recognition rate} = \frac{\text{the number of correctly identified non-whistle}}{\text{the total number of non-whistle samples}} \times 100\% \quad (6)
\]

\[
\text{comprehensive recognition rate} = \frac{\text{the number of correctly identified samples}}{\text{the total number of test samples}} \times 100\% \quad (7)
\]

In this paper, since the complexity of non-whistle is greater than whistle, so we mainly discussed how the category number of non-whistle affects training samples selection. The number of whistle categories was identified as 3 through contrast experiments. The evaluation criteria of the quality of sample selection are the recognition accuracy of HMM classifier and the time required for training and recognition when the category numbers of the obtained representative training sample set of non-whistle through cluster labels are different.

4.2. Experiment 1

In order to demonstrate the mixed feature parameters based on MFCC and STE can reflect the differences of sound samples better than traditional MFCC in complex sound environment, so we respectively experimented with traditional MFCC and the mixed features based on MFCC and STE in the case of different category numbers of the representative training sample set of non-whistle. The results are shown in Figure 3.
Figure 3. Recognition Rates of Traditional MFCC and the Mixed Feature under Different Category Numbers

We can conclude the following results from Figure 3.

(1) When the category numbers of training samples are the same, the whistle recognition rates of the mixed features increase at least 2.09% than traditional MFCC, the non-whistle recognition rates increase at least 1.01% and the comprehensive recognition rates increase at least 3.05%. The results show that the mixed features based on MFCC and STE indeed can represent the features of complex sound better than traditional MFCC.

(2) When we use the same feature, whether traditional MFCC or mixed features, the recognition accurate rates of non-whistle all are lower than whistle because non-whistle is more complex and has more noise.

(3) In the case of the same features, when we set the category number of the representative training sample set of non-whistle as 8, the whistle recognition rates, the non-whistle recognition rates and the comprehensive recognition rates are the highest. The results show that at this time, the obtained representative training sample set of non-whistle is the most reasonable.

(4) When we use the mixed features based on MFCC and STE, and set the category number of the representative training sample set of non-whistle as 8, the whistle recognition rate is 98.61%, the non-whistle recognition rate is 94.91% and the comprehensive recognition rate reaches to 96.96%. The three kinds of recognition rates are highest.
4.3. Experiment 2

On the basis of experiment 1, when we set the category number of the representative training sample set of non-whistle as 8, we added the experiment which selects the representative training sample sets by traditional manual annotation. Taking into account the convergence of models and the accuracy of parameters, we did many experiments and selected the best results which are shown in Figure 4.

![Figure 4. Manual Annotation Method and Sample Selection Algorithm](image)

From Figure 4, we can conclude the following results:

1. In this experiment, training the samples selected by manual annotation may counter non-convergence problems, because the selection process is full of subjectivity and we may mistakenly train the two kinds of samples with quite different characteristics together. Therefore, if we want to get the right training sample sets, we have to do many experiments.
2. Compared to manual annotation method, using the proposed training sample selection algorithm (cluster labels algorithm) to build training model libraries can significantly improve recognition accuracy. Because the manual annotation is full of subjectivity and uncertainty, the proposed algorithm is more objective and scientific.
3. Compared cluster labels algorithm, the use of manual annotation methods generally require more training samples and more training time, and the experimental performances are worse than the cluster labels.

4.3. Contrastive Analysis of the Experimental Run Time

In the case of different category numbers of the representative training sample set of non-whistle, we respectively experimented with traditional MFCC and the mixed features based on MFCC and STE. The experimental time of training and recognition is compared in Figure 5 and Figure 6. (The experimental environment of this paper is as follows: CPU: Intel Core i5-3470; Dual-core 3.20GHz; RAM: 4GB; OS: win7 32 Bits)
We can get the following results by Figure 5 and Figure 6.

(1) When the category numbers of the representative training sample set of non-whistle are the same, the run time of using the mixed features has little change in comparison with traditional MFCC. The result shows that adding STE feature can’t lead to increase operational complexity.

(2) According to the conclusions of Table I, and through Fig.4, we can find that when the category number of the representative training sample set of non-whistle is determined as 8, not only the recognition rate is the highest, but the training time is the shortest.

(3) The Fig.5 shows that with the increase of the category number of the representative training sample set of non-whistle, the recognition time will increase. This is because that with the increase of the category number, the number of obtained HMM models will increase. Thereby the time of matching models will increase in recognition phase.

5. Conclusion and Future Work

In this paper, we proposed a training samples selection algorithm based on double cluster labels to select representative training sets and selected the mixed feature parameter which contains MFCC and STE to represent the features of complex sound. Experimental results show that this method can improve the efficiency of the model and identification accuracy. MFCC and STE are basic features of sounds, so future work will consider exploring new and different features. The proposed algorithm uses K-means which is the most common clustering method and we can consider using other clustering methods and improving the clustering methods in the future work.
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