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Abstract 

In this paper we present KAMIES, a variation of KASUMI algorithm we implemented by 

applying the F function of MISTY1 and S-Box of AES. To compare the security level of 

KASUMI and KAMIES we have conducted some testing on two components i.e. F functions 

which consists of FI, FL and FO; and S-Boxes i.e. S7 and S9 of KASUMI and S8 of AES. 

Methods used for testing the F function include Bit Independence Criterion (BIC) and Strict 

Avalanche Criterion (SAC), whereas methods for testing the S-Boxes include Avalanche 

Criterion (AC), SAC, BIC, XOR Table, Linear Approximation Table (LAT) and 

Nonlinearity. The results obtained from this study showed that the application of F Function 

of MISTY1 and S-Box of AES has an influence on the increase of the security level of 

KASUMI algorithm. This is based on the results of SAC and AWD testing on KASUMI and 

KAMIES algorithm. The result showed that KAMIES algorithm has a better diffusion level 

than KASUMI algorithm. Thus, KAMIES algorithm is more secure than KASUMI 

algorithm. 

 

Keywords: Avalanche Weight Distribution (AWD), Bit Independence Criterion (BIC), 

Block Cipher, KAMIES, KASUMI, MISTY1, Strict Avalanche Criterion (SAC) 

 

1. Introduction 

Enhancing information and communication security [1] is always a challenge that 

accompanies technological advances. The most common technique used for such 

communication or data security is block or stream ciphers in cryptographic approach. An 

example of block cipher algorithm is KASUMI. KASUMI [2] is a block cipher encryption 

algorithm created by Secure Algorithms Groups of Experts (SAGE) [3] which is part of the 

European Telecommunication Standards Institute (ETSI). KASUMI algorithm forms the 

basis of A5/3 algorithm which is the security algorithm of Universal Mobile 

Telecommunication System (UMTS), an international standard for 3G mobile 

communication system. However, there have been several attacks ever directed to the 

KASUMI algorithm such as impossible [4], Boomerang and rectangle attacks [5]. 

KASUMI algorithm is based on MISTY1 algorithm [2]. 

MISTY1 [2] algorithm is a block cipher encryption algorithm which has high level of 

security, and fulfilled the specification from 3rd Generation Partnership Project (3GPP). The 

F function of MISTY1 has been tested by Akleylek [6] using LAT, XOR Table, and SAC 

test. The result showed a good performance. However, MISTY1 algorithm has experienced 

several attacks such as the impossible differential [7], slide, and integral attacks [8]. 

AES [9] is the standard encryption algorithm published by NIST on FIPS PUB 197 dated 

November 26, 2001. AES has a good confusion property, which is influenced by one of the 

most important components of the algorithm, S-Box. Based on Kavut and Yucel test [10], 
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AES test results fulfilled the properties of AC with error value of 0,0352, SAC with error 

value of 0,125, BIC with error value of 0,1341 and maximum input value for XOR Table 

equals to 4 and minimum nonlinearity value of 112. This showed that the S-Box of AES 

has a possibility to be applied to KASUMI algorithm to increase the security level. 

Based on the abovementioned description, it is necessary to increase the security level 

of KASUMI algorithm to avoid or at least to minimize such previously described attacks. 

Based on the good performance of the F Function of MISTY1 and S-Box of AES, in this 

research, we have modified KASUMI algorithm by applying the F Function of MISTY1 

and S-Box of AES to increase its security level. Our modification algorithm of KASUMI 

is called, hereinafter, KAMIES, an acronym taken from KASUMI, MISTY1, and AES. For 

the ease of reading and understanding, we summarize the notations and symbols used in 

this papers as in Table 1. 

Table 1. Notations and Symbols used in the Paper 

No. 
Notations 

and Symbols 
Meaning 

1 = Equals  

2  XOR operation  

3 || concatenation 

4 <<<n Left rotation of n bits 

5 ROL() Left rotation of 1 bits 

6 ∩ AND operation 

7 ∪ OR operation 

8 fi( ) The round i-th function 

9 FI() 
Subfunctions on KASUMI and MISTY1 with 16-bit input and 16-

bit outputs using 16-bit subkeys 

10 FL() 
Subfunctions on KASUMI and MISTY1 with 32-bit input and 32-

bit output using 32-bit subkeys 

11 FO() 
Subfunctions on KASUMI and MISTY1 with 32-bit input and 32-

bit output using 48-bit subkeys 

12 K Key with size 128-bit 

13 KLi, KOi, KIi Subkey used in round i-th 

14 S7[] S-box that maps 7-bit inputs to 7-bit output 

15 S8[] S-box that maps 8-bit inputs to 8-bit output 

16 S9[] S-box that maps 9-bit inputs to 9-bit output 

17 #{𝑥} The number of 𝑥 

 

The rest part of this paper is structured as follows. Section 2 describes the cryptographic 

primitives and measurement. In Section 3 we described in detail the research methodology. 

Section 4 presents the test result and analysis, and we concluded the paper in Section 5.  

 

2. Cryptographic Primitive and Measurement 

In this section, we present a brief description of related cryptographic primitive and 

measurements which include block cipher, confusion and diffusion, hamming weight and 

distance, avalanche effect, Strict Avalanche Criterion (SAC), Nonlinearity, Bit 

Independence Criterion (BIC), Linear Approximation Table (LAT), Avalanche Weight 

Distribution (AWD), and the algorithm of KASUMI, MISTY1, and AES. 
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2.1. Block Cipher 

Block cipher [11] [12] is a function that maps 𝑛-bit blocks of Plain text into n-bit blocks 

of Cipher text where 𝑛  is the block length .  An 𝑛 -bit block cipher is a function 𝐸 ∶
 𝑉𝑛 × 𝒦 → 𝑉𝑛, with 𝐾 ∈ 𝒦, 𝐸(𝑃, 𝐾) is an invertible mapping (encryption function for K) 

from Vn to Vn denoted by 𝐸𝑘 (𝑃)  and 𝑥  is an operation. The inverse mapping is a 

decryption function denoted by 𝐷𝑘 (𝐶), where 𝐶 =  𝐸𝑘 (𝑃) is the Cipher text (𝐶) resulted 

from the encryption of the Plain text 𝑃 and the key 𝐾. 

 

2.2. Confusion and Diffusion 

According to Shannon [13], two basic techniques used to obscure redundancy in Plain 

text are confusion and diffusion. Confusion is obscuring the relationship between Plain text 

and Cipher text so that the characteristics or patterns in the Plain text are not found in the 

Cipher text. A simple way to get the confusion property is by substitution, which is to 

replace a Plain text symbol with another symbol to form the Cipher text. Diffusion is to 

remove the characteristics or patterns of Plain text by spreading the patterns across the 

Cipher text. The simplest way to get the diffusion property is by transposition, which is to 

change the position of Plain text elements in such a way as to produce a Cipher text. 

 

2.3. Hamming Weight and Distance 

Hamming Weight [14] is the number of non-zero bits (bit 1) contained in a word. For 

example, Hamming Weight from a word 11110 is 4 since the number of bit 1 is 4, whereas 

Hamming Weight of a word 00001 is 1. Hamming Distance [14] 𝑑(𝑧𝑖 , 𝑧𝑗) between two 

word 𝑧𝑖 and 𝑧𝑗 with the same length is the number of different symbols between 𝑧 and 𝑧′. 

The Hamming Distance of two codewords is the weight of bits difference. An example of 

calculating the Hamming Distance of a binary word with a five-bit length is given as 

follows: 11110  ⊕ 00001= 11111. Since the result obtained is five bit 1, then the Hamming 

Distance of the two codewords is 5, which means there are five bits difference between the 

two codewords. 

 

2.4. Substitution Box (S-Box) 

The term S-Box 𝑛 ×  𝑛 is a function that maps 𝑛-bit inputs into 𝑛-bit outputs [15] [16]. 

Definitively, S-Box is a mapping function 𝑓: {0,1}𝑛  → {0,1}𝑛, which maps 𝑛-bit inputs, 

𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛}, into 𝑛-bit output, 𝑌 = {𝑦1, 𝑦2, … , 𝑦𝑛}, in this case 𝑌 = 𝑓(𝑥), as shown 

in Figure 1. 

 

 

Figure 1. S-Box Scheme 
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2.5. Avalanche Effect 

The concept of the avalanche [6, 15] was first discovered by Horst Feistel in 1973. He 

argued that, a function 𝑓: 𝑍2
𝑛 → 𝑍2

𝑚 is said to satisfy the avalanche criterion. If one input 

bit is supplemented, then a half of the total number of output bits will be changed, as in (1). 

 

∑ 𝜔𝑡(𝑓(𝑥)𝑥∈𝑍2
𝑛 ⊕ 𝑓(𝑥 ⊕ 𝑐𝑖

𝑛)) = 𝑚2𝑛−1                                    (1) 

 

for each i (1 ≤ 𝑖 ≤ 𝑛) where 𝑍2
𝑛  is 𝑛 – dimensional vector space over the finite field, ⊕ is 

XOR operator, 𝜔𝑡(. )  is Hamming Weight function, 𝑐 𝑖
𝑛 is 𝑛  - dimensional vector with 

Hamming Weight = 1  at position 𝑖-th, 𝑓 (𝑥) is a function 𝑓: 𝑍2
𝑛 → 𝑍2

𝑚, and 𝑚 is the 

number of bits of result F Function (x) . This means that a half of the output bits change if 

one input bit is complemented. Based on Eq. (1), we obtained the new formulation of the 

parameter avalanche, 𝐾𝐴𝑉𝐴𝐿, as in (2). 
 

𝐾𝐴𝑉𝐴𝐿(𝑖) =
1

𝑚2𝑛
∑ 𝜔𝑡(𝑓(𝑥) ⊕ 𝑓(𝑥 ⊕ 𝑐𝑖

𝑛)) =
1

2𝑥𝜖𝑍2
𝑛                           (2) 

 

Thus, if the 𝑖-th 𝐾𝐴𝑉𝐴𝐿 is less than or more than a half for each 𝑖, the avalanche criterion 

is not satisfied. According to [10], an S-Box satisfies the Avalanche Criterion (AC) with 

relative error of ± 𝜀𝐴 if for all 𝑖  satisfy Eq. (3). The relative error value of ∈𝐴  can be 

calculated using Eq. (4). 
 

1

2
 (1 −∈𝐴) ≤ 𝐾𝐴𝑉𝐴𝐿(𝑖) ≤

1

2
 (1 −∈𝐴)                                      (3) 

 

∈𝐴= 𝑚𝑎𝑥1≤𝑖≤𝑛| 2𝐾𝐴𝑉𝐴𝐿 (𝑖) − 1|                                        (4) 

 

2.6. Strict Avalanche Criterion 

Webster and Tavares [17] argued that, a F Function : 𝑍2
𝑛 → 𝑍2

𝑚
 is said to satisfy SAC 

if each input bit is complemented, it will result in half of the total number of output bits 

changing. In other words, a F Function : 𝑍2
𝑛 → 𝑍2

𝑚
 is said to meet the SAC criteria if for 

every i (1 ≤ 𝑖 ≤ 𝑛) satisfies Eq. (5). Based on Eq.(1), we obtained new formulation of SAC 

parameter, 𝐾𝑆𝐴𝐶 as in (6). 
 

∑ 𝑓(𝑥)𝑥∈𝑍2
𝑛 ⊕ 𝑓(𝑥 ⊕ 𝑐𝑖

𝑛) = (2𝑛−1, 2𝑛−1, … , 2𝑛−1)                        (5) 

𝐾𝑆𝐴𝐶(𝑖, 𝑗) =
1

2
𝜔𝑡(𝑓(𝑥) ⊕ 𝑓(𝑥 ⊕ 𝑐𝑖

𝑛)) =
1

2
                              (6) 

Thus the 𝐾𝑆𝐴𝐶 can be worth between zero and one, but only 𝐾𝑆𝐴𝐶 is worth half for each 

𝑖, capable of meeting the SAC criteria. In addition, it can be said that if a function has met 

the criteria SAC then indirectly the function has met the criteria of avalanche effect and 

completeness. S-Boxes meet SAC with relative error ± ∈𝑠 if for all 𝑖, it satisfies Eq. (7) and 

the relative error value ∈𝑠 can be calculated by using Eq. (8). 
 

1

2
 (1 −∈𝑠) ≤ 𝐾𝑆𝐴𝐶(𝑖, 𝑗) ≤

1

2
 (1 −∈𝑠)                                        (7) 

∈𝑠= 𝑚𝑎𝑥𝑖,𝑗| 2𝐾𝑆𝐴𝐶  (𝑖, 𝑗) − 1|                                            (8) 

 

2.7. Nonlinearity 

A defined function 𝑓: 𝑍2
𝑛 → 𝑍2 is said to be a linear function if for every 𝑥 ∈ 𝑍2, 𝑓(𝑥) =

𝑎 . (𝑥) with constant 𝑎 ∈  𝑍2
𝑛  applies. A function 𝑓  is said to be an affine function if 

𝑓(𝑥) = 𝑎. 𝑥 ⊕ 𝑏 for constant 𝑎 ∈ 𝑍2
𝑛, 𝑏 ∈ 𝑍2. The linear structure of a Boolean function 
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𝑓: 𝑍2
𝑛 → 𝑍2 can be identified with a vector a ∈Z_2^n/{0} such that 𝑓(𝑥 ⊕ 𝑎) ⊕ 𝑓(𝑥) has 

the same value (0 or 1) for all 𝑥 ∈ 𝑍2
𝑛. 

According to Youssef [18], a non-linear function, 𝒩ℒ𝑓 of 𝑓 = (𝑓1𝑓2 … 𝑓𝑛): 𝑍2
𝑛 →  𝑍2

𝑚 

where 𝑓: 𝑍2
𝑛 → 𝑍2for every i = 1, 2, ..., m is defined as the smallest Hamming Distance 

between the set of affine functions with any non-zero linear combinations of its 𝑓-output 

coordinates, and formulated as in (9). 
 

𝒩ℒ𝑓 = min
𝑏,𝑐,𝑤

#{𝑥 ∈ 𝑍2
𝑛|𝑐. 𝑓(𝑥) ≠ 𝑤. 𝑥 ⊕ 𝑏}                         (9) 

where 𝑤 ∈  𝑍2
𝑛 , c ∈ 𝑍_2^𝑚\{0}, 𝑏  ∈ 𝑍2 , 𝑥 ∈ 𝑍2  and 𝑤. 𝑥  are multiplication of points 

between 𝑤 with 𝑥 in 𝑍2, and 

𝑐. 𝑓(𝑥) =
𝑚
⊕

𝑖 = 1
𝑐𝑖𝑓𝑖(𝑥),                                                (10) 

where 𝑐 = {𝑐1, 𝑐2, … , 𝑐𝑚} ∈ 𝑍2
𝑚. 

A cryptographic system that is not susceptible to linear cryptanalysis requires the value 

of minimum nonlinearity function, 𝑁𝐿𝑀𝑓  which approaches the maximum nonlinearity 

(perfect nonlinearity function). The maximum nonlinearity of a Boolean function is to 

satisfy or approximate the equation 𝑁𝑓 ≤ 2𝑛−1 − 2
𝑛

2
− 1

. The minimum value of 𝑁𝐿𝑀𝑓 

approaching 0 indicates that the function 𝑓  approximates the affine function and is 

susceptible to linear cryptanalysis [19]. 

 

2.8. Bit Independence Criterion (BIC) 

BIC was introduced by Webster and Tavares [17]. A F Function: {0,1}n{0,1}n satisfies 

the BIC if for all i, j, k ∈  {1,2, . . . , n}, j ≠  k, with changing input bit i resulted in the output 

of bits j th and k th change independently. To measure the BIC properties, a correlation 

coefficient between j and k components of the difference string output, called the avalanche 

vector ai
ei  is needed. A BIC parameter corresponds to the effect of the ith bit changes of the 

input bits to the jth and kth bits of the avalanche vector ai
ei and can be formulated as in (11). 

Overall, the BIC parameter for F Function or S-Box is defined as in (12). The value of BIC 

is at interval (0,1). If the value is 0 then the avalanche variable is always identical or 

complement, while if the value is 1 then the avalanche variable is always independent. 

𝐵𝐼𝐶(𝑎𝐽 , 𝑎𝑘) = max
1≤𝑖≤𝑛

|𝑐𝑜𝑟𝑟 (𝑎𝑗
𝑒𝑖 , 𝑎𝑘

𝑒𝑖) |                                   (11) 

𝐵𝐼𝐶(𝑓) = max
1≤𝑖≤𝑛

𝑗=𝑘

𝐵𝐼𝐶 (𝑎𝑗 , 𝑎𝑘)                                            (12) 

2.9. XOR Table 

For an n x n S-Box, the XOR-Table  of the s-Box is a matrix that has rows and columns 

indexed with 0,1,2, … , 2n − 1, and inputs in the table are indexed with (δ, b) , where δ 

denotes the number of input vectors P modified by δ, and b represents the change of output, 

where b = f(P) ⊕ f(P ⊕ δ). XOR-Table formula is given in (13), where δ ∈ Z2
n and b ∈

Z2
m. 

𝑋𝑂𝑅 𝑓(𝛿, 𝑏) = #{𝑃|𝑓(𝑃) ⊕ 𝑓(𝑃 ⊕ 𝛿) = 𝑏}                               (13) 

The number of inputs in the XOR table is always even and the sum of all the values in 

the line is always 2𝑛 [10]. Ideally, the values in the XOR table are zero or two with the 

exception of inputs (0,0) that are always valued with 2𝑛. Due to the number of inputs that 

is always 2𝑛, the ideal input composition is 50% of zero and 50% is two. The high input 

values in XOR-Table can be used to perform differential cryptanalysis, so the precise 

condition of the s-Box for resistance to differential cryptanalysis is to avoid high input 

values. 
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2.10. Linear Approximation Table (LAT) 

To test the resistance of an S-Box to linear cryptanalysis we can use LAT-distribution 

[20] of the S-Box or function 𝑓(𝑥): {0,1}𝑛 → {0,1}. This can be done by creating a linear 

function of an S-Box, where each output or any linear combination of output can be formed 

with linear function. LAT Distribution of an S-Box function is defined as the sum of all 

input variations 𝑋 ∈ 𝑍2
𝑛 which causes the XOR value of input bits operated with α equal to 

the XOR value of output bits operated with β. Luke O 'Connor in [20] explained the theory 

of LAT that if there is an S-Box function 𝜋 ∶  𝑍2
𝑛 → 𝑍2

𝑛 which is bijective with the 𝑛-bit 

mapping, and if 𝑆2𝑛 is the whole set of mappings called symmetric groups. For n-bit vector 

∈  𝑍2
𝑛, 𝑋𝑖 is a notation of the 𝑖th bit of 𝑋. Thus, the LAT table for the function π, with the 

notation 𝐿𝐴𝑇𝜋 is a table of 2𝑛𝑥2𝑛 such that it applies Eq. (14), where 𝛼 ∈ {0,1} for 0 ≤
𝛼 ≤ 2𝑛 − 1, 𝛽 ∈ {0,1} for 0 ≤ 𝛽 ≤ 2𝑛 − 1, 𝑋 is the input value before being substituted 

to the S-Box 𝑓 ∶  {0,1}𝑛  →  {0,1}𝑛 , 𝜋(𝑋)  is the input value after substituted to S-Box 

𝑓: {0,1}𝑛  →  {0,1}𝑛, #{𝑥}  = The number 𝑥. 𝐿𝐴𝑇𝜋(𝛼, 𝛽)= The LAT value gives the 

corresponding parity check number between the linear combination of the input bits (α) and 

the linear combination of the output bits (β),  

 

𝐿𝐴𝑇𝜋(𝛼, 𝛽) = #{𝑋|𝑋 ∈ 𝑍2
𝑛,

𝑛
⊕

𝑖 = 1
𝑋[𝑖] . 𝛼[𝑖]   =

𝑛
⊕

𝑖 = 1
𝜋(𝑋)[𝑖]. 𝛽 [𝑖]                (14) 

 

The LAT criterion testing parameter is based on the result of LAT value in [20] where: 

 

𝐿𝐴𝑇𝜋
∗(𝛼, 𝛽) = | 𝐿𝐴𝑇𝜋(𝛼, 𝛽) − 2𝑛−1|                                    (15) 

 

The further the LAT value from the ideal LAT value of 128, the more susceptible the S-

Box is to linear cryptanalysis. Based on the LAT table, the linear approximation probability 

is calculated. A probability of less than or more than half can be said to have a correlation 

between the input and the output. Therefore, it will be easy to be analyzed. Based on this, 

it can be concluded that the complexity of linear cryptanalysis depends on the input values 

in the LAT table [21]. 

 

2.11. Avalanche Weight Distribution (AWD) 

The criterion that must be met in the AWD test measured the diffusion properties of the 

block cipher. The Hamming Weight histogram and its avalanche vector must be random 

when the Plain text pair ( 𝑃1, 𝑃2 ) are almost identical. Therefore the AWD curve 

corresponding to all possible almost identical pairs should be binomially distributed near 

𝑛/2. N is the block size of the tested algorithm for block ciphers having the good diffusion 

properties with block length of 𝑛 [10]. The probability of finding the number of bits of 

Cipher text 𝑖 changes in an 𝑛-bit Cipher text was calculated using Eq. (16) and (17). 

𝐵(𝑗) =
(

𝑛
𝑗 )

2𝑛 , 0 ≤ 𝑗 ≤ 𝑛                                                (16) 

∑ B(j) = 1n
j=0                                                        (17) 

The distortion (𝐷) is a deviation between the AWD test results on the algorithm with the 

ideal distribution B(j) calculated using 𝑁 pairs of bright text (𝑃, 𝑃 ⊕ ∆𝑃) with a fixed 𝛥𝑃 

difference, and corresponds to the Cipher text (𝐶, 𝐶 ⊕ ∆𝐶). 𝛥𝐶 from weight 𝑗 is added to 

1 on the array element 𝐴𝑊𝐷(𝑗) . The distortion between the algorithm and the ideal 

Binomial distribution is obtained using Eq. (18). 

 

𝐷𝑖 =
1

2𝑁
∑ |𝐴𝑊𝐷(𝑗) − 𝑁𝐵(𝑗)|𝑛

𝑗=0                                     (18) 
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where 𝑁 is the number of samples used, 𝑛 is the block size of the algorithm being tested, 𝑗 

denotes the Hamming Weight, for 0 ≤ 𝑗 ≤ 𝑛 . In accordance with the resemblance 

parameter 𝑅 to the Binomial distribution,  Eq. (19) is given as: 

 

𝑅𝑖 = 1 − 𝐷𝑖                                                       (19) 

If the value of 𝑅𝑖 = 1 then the AWD of the block cipher algorithm is exactly the same 

as the ideal Binomial distribution, whereas if the value of Ri = 0, then the AWD of the block 

cipher algorithm does not show any resemblance to the ideal Binomial distribution. 

 

2.12. KASUMI 

KASUMI [2] is a type of block cipher encryption algorithm and a variance of MISTY1 

which was developed by Security Algorithms Group of Experts (SAGE) as the basic A5/3 

algorithm used for GSM-based communication encryption algorithms [3]. The structure of 

the KASUMI algorithm can be seen in Figure 2. 

 

2.13. MISTY1 

The MISTY1 [2] is a block cipher symmetric algorithm with 64-bit data input and using 

a 128-bit key. The structure of the MISTY1 algorithm can be seen in Figure 3. 

 

                  

Figure 2. Structure of KASUMI 
Algorithm [3] 

Figure 3. Structure of MISTY1 
Algorithm [22]
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2.14. Advance Encryption Standard (AES) 

The Rijndael block cipher algorithm proposed by Joan Daemen and Vincent Rijmen was 

selected as the Advanced Encryption Standard (AES) in 2001 [9]. This algorithm is a 

standard block cipher-based symmetric algorithm that encrypts 128-bit input blocks into 

128-bit output blocks. The AES algorithm uses various key lengths, i.e., 128, 192, and 256 

bits. Based on the key length, AES is grouped into AES-128, AES-192, and AES-256. 

 

3. Research Methodology 
 

3.1. Data Collection 

In this research, we used literature study and experimental method. Literature study 

reviewed related books, papers, and other sources that can support this research. The 

experimental method is done by testing the S-Box of both KASUMI and AES algorithm by 

controlling the variable so that the influence of outside variable can be eliminated. Tests 

conducted on KASUMI and KAMIES algorithms are AWD and SAC tests. Tests performed 

on the F function of KASUMI and MISTY1 are SAC and BIC tests, whereas tests on the 

S-Box of KASUMI and AES are AC, SAC, BIC, XOR Table, LAT and Nonlinearity tests. 

We used 30.000 Plain text samples where each Plain text is 64 bit long. When the Plain text 

on the KASUMI and KAMIES algorithm is treated as an independent variable, the key as 

a controlled variable is made constant with a value of zero. The use of constant value of 

zero on controlled variable is to eliminate the influence of the controlled variable, since we 

will test the influence of the change of the independent variable to the dependent variable. 

The independent variables are taken randomly by using simple random sampling technique 

using random function in Matlab. 

 

3.2. Research Stages 

The steps undertaken in this research are: 

1. Study the literature of the KASUMI, MISTY1 and AES; the diffusion concept of the 

KASUMI; the concept of testing AC, SAC, BIC, XOR Table, LAT, and Nonlinearity 

properties on S-Box; the concept of testing SAC and BIC properties on F function; and 

the concept of AWD and SAC testing on the block cipher algorithm. 

2. Implement F Function of MISTY1 and S-Box of AES on the KASUMI algorithm. 

3. Test S7 and S9 of KASUMI algorithm and S8 of AES algorithm with AC, SAC, BIC, 

XOR-Table, LAT-Table, and Nonlinearity test. 

4. Test the KASUMI and KAMIES algorithms using AWD and SAC test. 

5. Analyze the results of AC, SAC, BIC, XOR-Table, LAT-Table, and Nonlinearity tests 

as well as AWD and SAC tests, and compare the AWD and SAC test results between 

the KASUMI and KAMIES algorithms. 

6. Draw conclusions related to simulation of the proposed method on KASUMI. 
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Figure 4. Structure of Original KASUMI Algorithm [3] 

3.3. Structure of KAMIES Algorithm 

Our proposed KAMIES algorithm is a modification of the KASUMI algorithm. The 

modification lies in the replacement of the F functions (FO, FI, FL) and the S-Box (S9 and 

S7) of KASUMI with the F functions (FO, FI, FL) of MISTY1 and the S-Box (S8) of AES. 

Detail comparison of structural difference KASUMI and KAMIES can be seen in Figure 4 

and Figure 5. 

 

 

Figure 5. Structure of KAMIES algorithm (modified KASUMI algorithm) 
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3.4. Research Variables 

The research variables used in this research are summarized in Table 2. 

Table 2. Research Variables 

Test 

Type 

Components 

to be Tested 

Variables 

Input Output 

Independent Controlled Dependent 

SAC 

S7, S9, S8 
Input S7, S8 and 

S9 
- 

Output S7, S8 and 

S9 

F function 

Input F function Subkey Output F function 

Subkey 
Input F 

function 
Input F function 

AWD 
KASUMI  Plain text Key Cipher text 

KAMIES. Plain text Key Cipher text 

BIC 

S7, S9, S8 
Input S7, S8 and 

S9 
- 

Output S7, S8 and 

S9 

F function 

Input F function Subkey Output F function 

Subkey 
Output F 

function 
Output F function 

 

3.5. Population and Sample 

We tested the KASUMI and KAMIES algorithm when the plain text is used as the 

independent variable. We used 30.000 plain text sample of the total 264 Plain text population 

as in Table 3. The number of samples used in the F function tests (FL, FO and FI) is based 

on the number of samples used in the test conducted by [12] to the AES algorithm with a 

sample size of 212 as in Table 4. 

Table 3. Population and sample of AWD Test 

No. Algorithm 
Independent 

Variable 
Population (N) Sample (n) 

1 KASUMI Plain Text 264 30.000 

2 KAMIES Plain Text 264 30.000 

Table 4. Population and Sample of SAC and BIC Test on F Function 

No. F Function 
Independent 

Variable 
Population (N) Sample (n) 

1 FL 
Input FL 232 212 

Subkey 232 212 

2 FO 
Input FO 232 212 

Subkey 248 212 

3 FI 
Input FI 216 212 

Subkey 216 212 

 

3.6. Data Processing and Analysis 

For data processing and analysis, we used C ++ programming language for algorithm 

and Matlab for testing the S-Box and generating sample for Plain text using a laptop with 

Core i5 2.5 GHz and memory or RAM of 16 GB for testing AC, SAC, BIC, XOR-Table, 

LAT-Table, Nonlinearity and AWD. The results of the data processing stage will then be 

used in the data analysis phase. Data analysis is aimed at determining the diffusion level of 
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the S-Boxes and algorithms of KASUMI and KAMIES. Data is used to test AC, SAC, BIC, 

XOR-Table, LAT-Table, Nonlinearity and AWD properties. The data analysis process is 

done by observing the percentage matrix of the bit frequency distribution, the correlation 

of coefficient matrix, and the AWD test matrix for each independent variable used. The S-

Box and both KASUMI and KAMIES algorithms are said to meet the SAC criteria if each 

input in the frequency distribution is 50% with a relative error of 4%, so the value 

considered to meet the SAC is 48% - 52%. Toz in [12] tested the SAC against the AES 

algorithm and concluded that AES satisfied the SAC criteria with a relative error of 3.2%. 

This study is expected to use a relative error of 4% which is close to the ideal of the SAC 

criteria.  

 

4. Result and Discussion 

The tests on F functions and S-Box of KASUMI and MISTY1 algorithms are based on 

the basic theories described in Section 2. The SAC test results are represented by using the 

bit frequency distribution matrix. It is said to pass the SAC test if the test result shows the 

interval of SAC value is between 48% - 52%. In other word, the maximum relative error 

allowed is 4% of the ideal SAC value which is 50%. The BIC test result is represented by 

using bit correlation coefficient. It is said to pass the BIC test if the test result has a 

maximum BIC value of 0.02 from the ideal value of 0. The R values for each AWD test 

result was evaluated. It is said to pass the AWD test if the R value of each AWD test result 

has a maximum error value of 2% or the minimum R value is 0.98. 

 

4.1. S-Box Testing 

As summarized in Table 5, the maximum value of the relative error on S7 of KASUMI, 

and S7 of MISTY1 is 0.01786. The avalanche interval is 0,49107 ≤ 𝑘𝐴𝑉𝐴𝐿 ≤  0,508. In S9 

of KASUMI and S9 of MISTY1, the maximum value of relative error is 0.11112. The 

avalanche interval produced is 0,44444 ≤ 𝑘𝐴𝑉𝐴𝐿 ≤  0,55556. The maximum value of the 

relative error on S8 of AES is 0.035156, so that the avalanche interval is 0,482422 ≤
𝑘𝐴𝑉𝐴𝐿(𝑖, 𝑗) ≤ 0,517578. Therefore, it can be concluded that S7 of KASUMI, S7 of MISTY1 

and S8 of AES all passed the AC test with avalanche interval value of 48% - 52%. It can be 

said they satisfied the relative error of 4%. However, S8 of AES has a better AC value than 

S7 of MISTY1 and S8 of AES. 

Table 5. AC Relative Error Value of S-Boxes 

Bit i 

AC Relative Error Value 

S7 of 

KASUMI 

S7 of 

MISTY1 

S9 of 

KASUMI 

S9 of 

MISTY1 
S8 of AES 

1 0,01786 0,01786 0,11112 0,11112 0,01563 

2 0,01786 0,01786 0,11112 0,11112 0,00391 

3 0,01786 0,01786 0,11112 0,11112 0,023438 

4 0,01786 0,01786 0,11112 0,11112 0,015625 

5 0,01786 0,01786 0,11112 0,11112 0 

6 0,01786 0,01786 0,11112 0,11112 0,007813 

7 0,01786 0,01786 0,11112 0 0,015625 

8   0,11112 0,11112 0,035156 

9   0,11112 0,11112  
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Table 6. SAC Relative Error Value of S-Box  

No. S-Box Value 

1. S7 OF KASUMI 0,125 

2. S7 MISTY1 0,125 

3. S9 KASUMI 1 

4. S9 MISTY1 1 

5. S8 OF AES 0,125 

 

Based on Table 6, the relative error value of S7 of KASUMI, S7 of MISTY1 and S8 of 

AES of 0.125, thus, the avalanche interval produced is 0,4375 ≤ 𝑘𝑆𝐴𝐶 ≤  0,5625. In S9 of 

KASUMI, and S9 of MISTY1, the relative error value is 1, so the avalanche interval 

produced is 0 ≤ 𝑘𝑆𝐴𝐶 ≤  1. It can be concluded that S7 of KASUMI, S7 of MISTY1, S9 of 

KASUMI, S9 of MISTY1 and S8 of AES did not pass the SAC test with avalanche value 

interval obtained is out of the 48% - 52% interval. 

Based on Table 7, it is found that S7 of KASUMI and MISTY1 have the same correlation 

value of 0.12599. S9 of KASUMI and MISTY1 have the same correlation value of ∞, and 

this occurred due to the existence of a correlation value on S9 of KASUMI and MISTY1 

due to devided by zero. Meanwhile, S8 of AES has a correlation value of 0.13412. From the 

analysis of BIC criteria on the entire S7 of KASUMI, S7 of MISTY1, S9 of KASUMI, S9 of 

MISTY1 and S8 of AES, it can be concluded that with the maximum correlation is close to 

0 then the value of avalanche variable has the mutual independent character between the 

output bits. 

Based on Table 8, maximum value of XOR test on S7 of KASUMI and S7 of MISTY1 is 

8128, which means that there are 8128 pairs of input and output differences which produce 

a certain maximum output difference of 2 out of 128 possibilities. In S9 of KASUMI and 

S9 of MISTY1 the maximum input value generated is 130816 which indicates that there are 

2 values of a certain difference out of 512 possible output differences, whereas the 

maximum input value generated on S8 of AES is 32130 which indicates there are 1 values 

of a certain difference out of 256 possible output differences. The lower the number of 

inputs, the easier it is to obtain a differential equation. Thus, it can be concluded that 

differential cryptanalysis is difficult to apply to S7 of KASUMI, S7 of MISTY1, S9 of 

KASUMI, S9 of MISTY1 and S8 of AES. 

Table 7. Maximum Correlation Value of BIC S-Box Test 

No. S-Box Maximum Correlation Value 

1 S7 OF KASUMI 0,12599 

2 S7 MISTY1 0,12599 

3 S9 KASUMI ∞ 

4 S9 MISTY1 ∞ 

5 S8 OF AES 0.13412 

Table 8. XOR Table Test Results 

S-Box 
Number of Inputs 

0 2 4 128 256 512 

S7 OF 

KASUMI 
8255 8128 

 1   

S7 MISTY1 8255 8128  1   

S9 KASUMI 131327 130816    1 

S9 MISTY1 131327 130816    1 

S8 OF AES 33150 32130 255  1  
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Table 9. Extreme Bias Value Based on LAT Test 

S-Box Extreme Bias Value 

S7 OF 

KASUMI 
±8/128 

S7 MISTY1 ±8/128 

S9 KASUMI ±16/512 

S9 MISTY1 ±16/512 

S8 OF AES ±16/256 

 

As summarized in Table 9, the extreme bias values of S7 of KASUMI and S7 of MISTY1 

ranges from −
8

128
 to 

8

128
. On S9 of KASUMI and S9 of MISTY1 the bias ranges from −

16

512
 

to 
16

512
. The extreme bias value of S8 OF AES ranges from −

16

256
 to 

16

256
. It can be concluded 

that S7 of KASUMI, S7 of MISTY1, S9 of KASUMI, S9 of MISTY1 and S8 of AES have 

the LAT values approaching 0, thus, they are all resistant to linear cryptanalysis attacks. 

Based on the results on Table 10, it can be concluded that the minimum nonlinearity value 

on S7 of KASUMI and S7 of MISTY1 produced is 56. On S9 of KASUMI and S9 of MISTY1 

the minimum nonlinearity value generated is 240, while on S8 of AES the minimum 

nonlinearity value generated is 112. The minimum 𝒩ℒ𝑓  value is relatively close to the 

perfect nonlinearity value of 2𝑛−1 − 2
𝑛

2
−1

 in S7 of KASUMI and S7 of MISTY1 is 58.3431, 

on S9 of KASUMI and S9 of MISTY1 is 244,6862, S8 of AES is 120. 

Table 10. Nonlinearity Minimum (NLM) Value 

S-Box NLM Probability 

S7 OF KASUMI 56 72/128 

S7 MISTY1 56 72/128 

S9 KASUMI 240 272/512 

S9 MISTY1 240 272/512 

S8 OF AES 112 144/256 

 

In relation to the resulting 𝒩ℒ𝑓  value which is close enough to the ideal value, the 

number of Plain text satisfying the equation 𝑐. 𝑓(𝑥) = 𝑤. 𝑥 ⊕ 𝑏 on S7 of KASUMI and S7 

of MISTY1 is 72, in S9 of KASUMI and S9 of MISTY1 is 272, while the S8 of AES value 

is 144. Thus, the probabilities generated in S7 of KASUMI and S7 of MISTY1 is 
72

128
, on S9 

of KASUMI and S9 of MISTY1 is 
272

512
, and on S8 of AES is 

144

256
  which is close to 

1

2
. Based 

on the minimum nonlinearity value, the number of vectors, and the probability generated, 

it can be concluded that S7 of KASUMI, S7 of MISTY1, S9 of KASUMI, S9 of MISTY1 

and S8 of AES meet the nonlinearity test, and therefore they are all resistant to linear 

cryptanalysis. 

 

4.2. SAC Testing Algorithm KASUMI and KAMIES 

Table 11 shows the results of SAC test on KASUMI and KAMIES when Plain text is 

treated as independent variable. It indicates that the entire KASUMI and KAMIES 

algorithm passed the SAC test. The biggest error value is 0.023133333 which was 

calculated using Eq. (8) and (7), ∈ = 𝑚𝑎𝑥 𝑖,𝑗|2𝑘𝑆𝐴𝐶(𝑖, 𝑗) − 1|.  SAC value interval =  
1

2
 (1−∈) ≤ 𝑘𝑆𝐴𝐶(𝑖, 𝑗) ≤

1

2
(1+∈)  = 

1

2
 (1 − 0,02313333) ≤ 𝑘𝑆𝐴𝐶(𝑖, 𝑗) ≤

1

2
(1 +

0,02313333)= 0,4884333335 ≤ 𝑘𝑆𝐴𝐶(𝑖, 𝑗) ≤ 0,5115666665.  SAC value interval (%) 

=48,84333335% ≤ 𝑘𝑆𝐴𝐶(𝑖, 𝑗) ≤ 51,15666665%. 
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Table 11. SAC Value for each Round with Plain Text as an Independent 
Variable 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The KASUMI algorithm achieves a good diffusion level since the third round. In the 

third round, the minimum and maximum SAC interval value obtained is at 48,85% ≤
𝑘𝑆𝐴𝐶(𝑖, 𝑗) ≤ 51,15%, while in full round (eight rounds) the minimum and maximum SAC 

interval value obtained is 48,84% ≤ 𝑘𝑆𝐴𝐶(𝑖, 𝑗) ≤ 51,15% . Meanwhile, the KAMIES 

algorithm achieves a good diffusion level since in the fourth round. In the fourth round, the 

minimum and maximum SAC interval value obtained is at 49,01% ≤ 𝑘𝑆𝐴𝐶(𝑖, 𝑗) ≤
51,02%, while in the full round (eight rounds) the minimum and maximum SAC interval 

value obtained is at 49,03% ≤ 𝑘𝑆𝐴𝐶(𝑖, 𝑗) ≤ 50,15%. Table 10 shows that the KAMIES has 

better diffusion properties than the KASUMI algorithm. The test results show that the 

maximum relative error value allowed is 4%. 

 

4.3. AWD Testing Algorithm KASUMI and KAMIES 

From Table 12, it can be seen that AWD test on KASUMI and KAMIES algorithms 

when Plain text as independent variable indicates that both the KASUMI and KAMIES 

algorithm passed the AWD test with results is above the minimum AWD value of 0.98. 

AWD testing results can be seen in Figure 6 for KASUMI algorithm and Figure 7 for 

KAMIES algorithm.  

Table 12. AWD Test Results 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Round  

No. 

Algorithm 

KASUMI KAMIES 

SAC Value (%) SAC Value (%) 

Min Max Min Max 

1 0 100 0 100 

2 0 100 0 100 

3 48,956 51,366 44,873 56,876 

4 49,03 50,98 49,016 51,026 

5 48,856 51 49,053 51,026 

6 48,856 51 48,966 51,163 

7 48,983 50,986 48,966 51,163 

8 48,983 51,156 49,036 50,153 

Round 

No. 

Algorithm 

KASUMI KAMIES 

Resemblance Resemblance 

Min Max Min Max 

1 0 0,0271 0 0,0278 

2 0,0252 0,9935 0,0249 0,9935 

3 0,9850 0,9940 0,9794 0,9939 

4 0,9859 0,9938 0,9855 0,9945 

5 0,9859 0,9932 0,9853 0,9939 

6 0,9863 0,9940 0,9862 0,9936 

7 0,9848 0,9941 0,9856 0,9934 

8 0,9873 0,9936 0,9844 0,9938 
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Figure 6. AWD Resemblance of KASUMI with Plaintext as Independent 
Variable 

The KASUMI algorithm achieves a good diffusion level since in the third round. In the 

third round a minimum R value obtained is 0.9850, whereas in full round (eight rounds) a 

minimum R value obtained is 0.9874. AWD resemblance KASUMI when Plain text is put 

as independent variable that has a minimum value of 0.9874 at the position of 45th bit 

change and maximum value of 0.9936 at the position of the 22th bit change. The KAMIES 

algorithm achieves a good diffusion level since in the fourth round. In the fourth round a 

minimum R value obtained is 0.9855, while in full round (eight rounds) a minimum R value 

obtained is 0.9844. AWD resemblance of KAMIES when Plain text is used as independent 

variable has a minimum value of 0.9843 at the position of the 64th bit change and maximum 

value of of 0.9937 at the position of the 32th bit change. 
 

 

Figure 7. AWD Resemblance of KAMIES with Plain Text as Independent 
Variable 
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Figure 8. KASUMI AWD Curve with Plaintext as independent variable 

 

Figure 9. KAMIES AWD Curve with Plain Text as Independent Variable 

Figure 8 shows the AWD curve of KASUMI algorithm with Plain text as independent 

variable, where for the position of bit change 𝑖 = 1, 32, 33, and 64, the resulted curve is 

similar to the expected Binomial curve. For 𝑖 = 1, 32, 33, and 64, the peak point on the 

Hamming Weight avalanche vector j is 32, 33, 32, and 33, respectively. In Figure 9 we can 

see the AWD curves of KAMIES with Plain text as independent variables for the position 

of bit change 𝑖 = 1, 32, 33, 64 the resulting curve is similar to the expected Binomial curve. 

For i = 1, 32, 33, and 64, the peak point on the Hamming Weight avalanche vector j is 33, 

32, 33, and 32, respectively. This indicates that the Plain text elements are equally 

distributed and do not produce regular patterns. 

 

5. Conclusion 

In this work, we have presented KAMIES algorithm, a security optimization of 

KASUMI algorithm. The design on FI function of KAMIES is to replace the F function and 

S-Box (S7 and S9) of KASUMI with F Function of MISTY1 and S-Box (S8) of AES, 

respectively. Structural difference of KAMIES algorithm compared to KASUMI algorithm 

lies on the FI function where in the new FI function there is an S-Box. The original input 

of 16 bits is divided into two parts with the size of 9 bits and 7 bits converted into 8 bits 

0

500

1000

1500

2000

2500

3000

3500

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59 61 63 65

V
al

u
e

 o
f 

A
W

D

Hamming Weight Avalanche Vector

i=1

i=32

i=33

i = 64

0

500

1000

1500

2000

2500

3000

3500

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64

V
al

u
e

 o
f 

A
W

D

Hamming Weight Avalanche Vector

i=1

i=32

i=33

i = 64



International Journal of Security and Its Applications 

Vol. 12, No. 3 (2018) 

 

 

Copyright ⓒ 2018 SERSC Australia  45 

each. Based on the SAC test, FI and FO function of either KASUMI or KAMIES have a 

better diffusion level than FI and FO function of MISTY1, whereas FL function of 

KASUMI, MISTY1 and KAMIES have the same diffusion level. Based on the BIC test, FI 

and FO function of either KASUMI or KAMIES have a better BIC characteristics than FI 

and FO function of MISTY1. Based on the S-Box test, the AC result of S8 of AES is better 

than S7 and S9 of either KASUMI or MISTY1. For SAC and BIC tests, S8 of AES showed 

better values than S9 of either KASUMI or MISTY1. Comparison of SAC and AWD test 

results in a full round algorithm showed that the KAMIES algorithm has a better diffusion 

rate compared to the KASUMI algorithm. It can be concluded that the security level of the 

KAMIES algorithm is better than the KASUMI algorithm. 
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