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Abstract

Cloud computing can provide facilities such as infrastructure and applications to clients on demand. Successful servicing of cloud paradigm necessitates accurate resource allocation. Whereas there are different workload types with different characteristics that should be supported by cloud computing, there is no any single solution that can allocate resources to all imaginable demands optimally. Therefore, there is a need to design specific solutions to allocate resources for each workload type. Based on that, in this paper, we focus on bag of tasks workload type and propose an idea to facilitate dynamic resource allocation for it. Technically, the proposed approach exploits users’ service level agreement parameters and classifies them. It controls utilization of servers to response users in a reasonable time. To validate the proposed approach, we evaluate it using the Monte Carlo simulation. Then, the experimental results are compared with two reference models, namely First Fit and Proportional Share. The proposed approach outperforms the reference models in terms of the total cost of resource allocation and response time of clients.
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1. Introduction

Cloud computing provides resources range from computing infrastructure to applications and delivers them to clients as services on demand [5, 30, 25, 35]. Depending on type of clients’ request, there are three delivery models, namely Software as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS) [30]. The SaaS provides applications which are hosted in cloud systems, and it presents an alternative to run applications locally such as on-line word processors [24]. The PaaS can present software platforms where applications run on them such as Google’s application engine [10], and the IaaS is involved in hardware level management such as Amazon EC2 [2].

In cloud computing, different requests should be sent to datacenters to get servicing, and after that related results depart the center. Because of diversity of requests and time dependency of them, datacenters should meet user's expected Quality of Service (QoS). To guarantee the QoS, a contracted Service Level Agreement (SLA), including various descriptor parameters such as cost of operation, availability, and response time, describes different aspects of servicing for both clients and datacenters [37]. Therefore, cloud providers provisions resources for customers in regard to the SLAs.
However, resource allocation in cloud computing is still a challenging issue [11, 21]. Due to existence of different workload types with various requirements that should be supported by cloud computing, no any single hardware or software solution can allocate resources to all imaginable types efficiently [22, 20, 36]. Also, each type has its specific nature properties and a single solution cannot deal with in that regard optimally. Thus, it is a need to provide specific solutions for different workload types such as Bag of Tasks (BoT) and message passing applications, and provision resources in such a way that customers be able to just concentrate on demanded requests’ results [4, 8, 7, 31].

Specifically, since an enormous fraction of jobs in the large distributed cloud systems is requested in the form of BoT, and the BoT applications are currently exploiting in several fields including data mining and image processing [29, 33, 32, 16], this paper focuses on allocating resources to the BoT applications. Technically, the BoT as a type of high performance computing application incorporates loosely coupled and compute intensive tasks demanding minimal intertask where the final results of all tasks prepare answer of a single problem [1, 32, 17, 26]. Moreover, tasks of a BoT in a single server are not postulated to be executed at the same time simultaneously, and tasks of the same BoT gravitate to be completed at different times (see Figure 1).

Although the BoT applications have received significant attention recently, the existing approaches to allocate resources to it are still in need of improvement specially in terms of the total response time [27, 32, 5]. The objective of this paper is proposing an idea to facilitate dynamic resource allocation for the BoT applications. Our approach uses the desired response time parameter of clients’ SLA. The collected parameters are classified. It prevents tasks of a BoT from dispersion and distinguishes between tasks arrival, execution, and BoTs finalizations period. Technically, our approach pays much attention to a period of time during which all tasks of a BoT must be served and agreed response time of users’ SLA. Briefly, main contributions of this paper are as follows:

- Proposing an idea to allocate resources to the BoT applications using a classification technique. The proposed technique omits idle time of servers and decreases waiting time of clients.
- Our approach monitors allocation process to avoid the BoTs long delay.
- Analyzing performance of different aspects of the proposed approach, and also simulating it based on the characteristics of the BoT applications and cloud providers.

**Figure 1. Tasks of a BoT Gravitates to be Completed at Different Times**
• Comparing the obtained results with two reference models, namely First Fit and Proportional Share. The results show the benefit of our approach compared to the reference models in terms of the total response time.

This paper is organized as follows. Section 2 addresses and reviews some related works. Section 3 discusses some background information and presents our assumptions. Section 4 presents the proposed approach in detail. Performance analysis of our approach is presented in Section 5. To validate our approach, Section 6 is contained our evaluation process. Finally, Section 7 concludes this paper.

2. Related Work

Some previous works are addressed in the following. For example, Lee, et. al., [19] focused on allocating resources for a specific type of workload. Precisely, they worked on workflow model, but their strategy in regard with change of requests have not covered QoS parameters of users. Fu, et. al., [9] focused on a specific workload and the SLA for allocating resources, they worked on streaming in a distributed environment. They proposed an algorithm namely squeeze, to find resources for users based on their budget and expectations. However, they assumed in their contribution that resources are infinite in a distributed network where it is obviously unrealistic.

In [23], Liu, et. al., proposed a solution named Proportional Share (PS) for resource allocation. Originally, it distributed tasks between all servers where this caused to increase the total response time. Goudarzi, et. al., in [11] evaluated a modified version of the original PS to decrease the number of allocated servers that each customer is assigned to. They solved the problem of searching and selecting in the PS by using the assumption of having only one server with the processing capacity equal to the sum of all servers’ processing capacity. In [38], Yarmolenko et al. provided various solutions based on the users’ SLA, and they tried to decrease response time of servers by using parallel processing techniques, but their contributions have not focused on large scale infrastructure.

Juedes, et. al., [18] presented First Fit (FF) model. It contained a straightforward greedy algorithm. It placed the received tasks in the first server that can support the task’s requirement. The FF could provide a fair load balancing alongside of resource allocation process. Ardagna, et. al., [3] extended previous work of Zhang, et. al., in [39] and considered different classes for servers and clients. They proposed a heuristic approach and used a discrete utility function with iterative attempts to find under utilization servers in a distributed environment to optimize resource allocation. However, the iterative attempts caused a time consuming process.

Song, et. al., [34] presented a software approach based on genetic algorithm. It defined some priorities and used a complicated software scheme to manage computational resources, but due to its complexity, it had a very long execution time. In addition, this paper’s considerations (advantages) compared to the mentioned related work are as follows. The proposed approach manages resources of large scale datacenters with enormous number of users. It works on resources’ utilization to omit idle time of physical servers of a datacenter. It deals with the clients’ QoS requirements to prepare final results in an acceptable time for users.

3. Background and Preliminary

This section presents some information on bag of tasks applications, service level agreement, and the paper’s assumptions.
3.1. Bag of Tasks

The BoT applications are composed of independent tasks without any communication with each other, where these tasks can be executed in any order [32]. Examples of the BoT applications include many topics and fields such as massive searches (such as key breaking), image manipulation, data mining algorithms, astronomy, bioinformatics, and physics [32]. For instance, to detect spams or to optimize advertising, Facebook exploits advantages of the BoT applications. Technically, a large percent of workloads perceived in real distributed systems such as workloads of LCG [12], Grid’5000 [13], DAS [6], and NorduGrid [28], is submitted in form of the BoT applications [16].

Whereas the BoT applications consist of independent and heterogeneous tasks, the final results produced by all tasks provide the solution of a single problem, where clients who were sent the tasks mostly are in need of some post process and post analysis based on the whole set of executed tasks’ result. Therefore, allocating resources to the BoT needs much attention to a period of time during which all tasks of a BoT must be served. Also, the BoT does not necessarily require all tasks to be started at the same time, so, tasks of the same BoT tend to be completed at different times.

3.2. Service Level Agreement

An SLA should be contained the most important parameters such as contract length, bearable response time, cost of violation (penalty), and cost of operation. The length shows how long a provider is legally obligated to service. The response time determines a permitted period of time during which clients’ request must be serviced. It is a time between sending tasks and receiving results. It should not be longer than predefined parameters of an SLA. Providers should pay penalty in case of degradation of the SLA’s properties. Based on predefined cost of operation a provider charges a client. Shorter response time causes to more expensive service for customers. Therefore, clients who are not concerned about time commonly offer cheaper services.

3.3. Assumptions

This paper considers a datacenter which is contained a number of physical servers as our IaaS environment. In this datacenter, each server is identified by a distinctive id, represented by index $k$. As well as servers, each client should be recognized by a unique id, determined by index $n$. Each server is also modeled by its single core CPU capacity and memory capacity. Therefore, different tasks of a single client can be represented by $\Phi_{nj}$ where it shows the $j^{th}$ task of the $n^{th}$ client. Moreover, the datacenter has some master nodes to collect information of resources’ utilization and available capacity.

4. The Proposed Approach

Allocating resources to the BoT applications and providing their responding process need a network based structure for working. This is why the amount of workload is unknown in advance. Therefore, a network based solution can cope with different amount of workloads and facilitate dynamic resource allocation. So, the proposed approach uses a network based approach by exploiting two main parts, namely classifier and Resource Allocator (RA). Users’ requests as the preliminary actor receive by the classifier. It checks clients’ requests. After that, the RA provides initializing process for the BoTs to run them based on available resources.
More specifically, to serve clients, first, they send their BoTs through networks and the classifier captures their requests. The classifier can be placed in a SaaS environment. Second, to explore each BoT and allocate resources to serve it, all requests of clients should be assigned to the RA where it can be positioned in a PaaS environment. Then, the RA based on the available facilities of the datacenter allocate required resources to run the BoTs of users. As mentioned in previous section, the datacenter has some master nodes to collect information of resources’ capacity and utilization. These nodes provide a basis for the RA part’s monitoring activity. Nonetheless, to highlight functionalities of the classifier and the RA, information of operations of each one is discussed in the following.

Since the SLA’s properties can be different for dissimilar clients, the classifier’s objective is to analyze the SLA’s predefined parameters entirely. Hence, the classifier exploits clients’ desired properties of their SLAs to classify them. Precisely, the classifier divides clients in terms of their contracted response time into three classes. Thresholds of classification for this parameter can be predicted based on the users’ history. It means that when the classifier receives a new BoT, determines the sender’s class and puts the BoT and sender’s class information into service by delivering the request to the RA. Besides, clients can send their BoTs through different ways such as point to point or web based connections, so, the classifier provides a gate of entrance and deals with different connections.

Based on the received information about clients’ classes from the classifier, the RA can take advantage of the received information to line up requests in different queues exploiting Generalized Processor Sharing (GPS) discipline. Hence, each class of clients belongs to a specific queue. The classes vary in size, so, the queues vary in size as well. Then, the RA can manage these queues like three independent lines. Obviously, clients of a queue are in the same class and their BoTs are not depended on the other classes’ BoTs. Therefore, since there is no communication intertask between tasks of a BoT, it is possible for the RA to manage these queues like three independent lines. Lastly, the RA assigns resources to each task of a BoT based on its arrival time.

Technically, based on the information about class of a client, the RA can control the received traffic due for support different desired level of response time. It is proven that when the service time for user’s requests is not too large to handle, the GPS can be implemented by Weighted Fair Queue (WFQ) which it can be estimated that processing times of tasks of a BoT can be finished in a reasonable period of time. Therefore, the RA particularly exploits the WFQ and it uses clients’ classes as the WFQ’s priorities. Consequently, the GPS by using the WFQ can replace different clients’ BoT by three single class queues.

![Figure 2. Functionalities of different parts of the proposed approach in detail. As it can be seen, the process starts by user’s requests.](image-url)
Ultimately, The RA considers each of the three single queues as an M/G/m queue where the arrival BoTs must wait to be serviced after allocating resources. Technically, an M/G/m queue contains the BoT of clients from the same class. The included tasks’ arrival times have an exponential distribution while service times follow a general distribution, and our datacenter contains m servers which render service in order of task request arrivals (FCFS). The RA allots resources to a BoT one at a time from the front of the queue. When the allocation process is completed the BoT leaves the queue and the number of clients in the system reduces by one. Technical details of different parts of the proposed approach are shown in Figure 2.

5. Performance Analysis

This section presents an analytical model to provide a basis for discussing about performance of the proposed approach.

5.1. Explanation

Since supposedly arrival of the BoTs in our M/G/m queues is followed Poisson distribution and the service time for different requests is independent and exponential, so, because of the memoryless property of the exponential distribution we are able to use the Markov process [14] and its embedded Markov chain technique [15] to analyze performance issues of our approach where these characteristics are proven in the following. To increase paper readability, Table 1 presents key symbols used throughout this section along with their definitions.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_n$</td>
<td>The $n^{th}$ BoT’s service time</td>
</tr>
<tr>
<td>$C_n$</td>
<td>The exact number of BoTs after the $n^{th}$ BoT’s departure</td>
</tr>
<tr>
<td>$X_n$</td>
<td>The number of BoTs arriving during $S_n$</td>
</tr>
<tr>
<td>$k_j$</td>
<td>Probability of arriving $j$ customers during $S_n$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Mean of the Poisson distribution</td>
</tr>
<tr>
<td>$B(t)$</td>
<td>The CDF of BoTs’ service time when $(t &lt; S_n \leq t + dt)$</td>
</tr>
<tr>
<td>$S = {0, 1, 2, \ldots}$</td>
<td>A state space to show the number of BoTs of a queue</td>
</tr>
<tr>
<td>$P_{ij}$</td>
<td>The one step transition of BoTs after departure time $(i \rightarrow j)$</td>
</tr>
<tr>
<td>$P$</td>
<td>Transition matrix for the Markov chain</td>
</tr>
<tr>
<td>$K(z)$</td>
<td>The number of BoTs arriving during a service time</td>
</tr>
<tr>
<td>$\psi(.), \vartheta(.)$</td>
<td>These are uses to show LST</td>
</tr>
<tr>
<td>$\pi_i$</td>
<td>Limiting vector for different transitions</td>
</tr>
<tr>
<td>$\varrho(z)$</td>
<td>Limiting distribution to calculate performance metrics</td>
</tr>
<tr>
<td>$E(.)$</td>
<td>To show expected value (mean)</td>
</tr>
<tr>
<td>$V(.)$</td>
<td>To show variance</td>
</tr>
<tr>
<td>$mnq$</td>
<td>The mean number of BoTs in the queues</td>
</tr>
<tr>
<td>$T$</td>
<td>The total time during which a BoT waits</td>
</tr>
<tr>
<td>$F(.)$</td>
<td>A function which can distribute $T$</td>
</tr>
<tr>
<td>$R$</td>
<td>Clients’ mean response time</td>
</tr>
<tr>
<td>$W$</td>
<td>Clients’ mean waiting time</td>
</tr>
<tr>
<td>$Se$</td>
<td>Mean service time of the proposed approach</td>
</tr>
</tbody>
</table>
Assume the $n^{th}$ BoT's independent and identically distributed (i.i.d.) service time is equal to $S_n$, and $C_n$ is the exact number of BoTs in the line after the $n^{th}$ BoTs departure. In the following, it can be shown that $\{C_n, n = 1, 2, 3, \ldots\}$ is a Markov chain. Assume $X_n$ is the number of BoTs arriving during $S_n$, then we have:

$$k_j = P(X_n = j) = \int_0^{\infty} \frac{[\lambda t]^j e^{-\lambda t}}{j!} dB(t) \quad j = 0, 1, 2, \ldots \quad (1)$$

Where $(\lambda t)$ is the BoTs’ arrival parameter and $B(t)$ is the Cumulative Distribution Function (CDF) of the BoTs service time when $(t < S_n \leq t + dt)$. Here, to mix discrete and continuous distributions, Stieltjes notation is exploited. Besides, when we analyze the number of BoTs in departure times, it is realized that there is a relationship between $C_n$ and $C_{n+1}$:

$$C_{n+1} = \begin{cases} C_n + X_{n+1} - 1 & C_n > 0 \\ X_{n+1} & C_n = 0 \end{cases} \quad (2)$$

Here, $C_{n+1}$ can be represented by $C_n$ and $X_{n+1}$. Specifically, $X_n$ is i.i.d. and it is unrelated to both any BoTs arrival before and $C_n$. Then, because of only one step dependence of the number of BoTs in departure times, $\{C_n, n = 0, 1, 2, \ldots\}$ is a Markov chain. Moreover, since the departure points of BoTs after resource allocation and servicing can be considered as Markov points, in which the state of the M/G/m queue is captured, it is possible to represent the number of BoTs of the queue with a state space like $S$ where $S : \{0, 1, 2, \ldots\}$. Due to embedded nature of this parameter space, it can be addressed as an embedded Markov chain. Therefore, we have:

$$P_{ij} = P(C_n = j | C_n = i), \quad i, j \in S \quad (3)$$

and

$$P_{ij}^{(1)} = P_{ij}$$

Based on relationships on (2) and (1), we have:

$$P_{ij} = \begin{cases} k_{j-1+i} & i > 0 \\ k_j & i = 0 \end{cases} \quad (4)$$

Then, based on (4), we can form matrix $P$:

$$P = \begin{pmatrix} 0 & 1 & 2 & \ldots \\ 0 & k_0 & k_1 & k_2 & \ldots \\ 1 & k_0 & k_1 & k_2 & \ldots \\ 3 & \vdots & \vdots & \vdots & \vdots \end{pmatrix} \quad (5)$$

Classification of the BoTs states must be followed based on (5), and it is depended on the expect number of BoT arriving during servicing time after resource allocation. Where we can show the number of BoTs arriving during a service time with:
\[ K(z) = \sum_{j=0}^{\infty} k_j z^j \quad |z| \leq 1 \]  
(6)

Then, getting from (1), we have:

\[ K(z) = \int_0^\infty \sum_{j=0}^{\infty} \frac{(Mz)^j e^{-\lambda t}}{j!} dB(t) \]  
(7)

With (7) at hand, we can use Laplace Stieltjes Transform (LST) to reach:

\[ K(z) = \Psi(\lambda - \lambda z) \]  
(8)

Based on (8), we get:

\[ K'(z) = -\lambda \Psi'(\lambda - \lambda z) \]

It can be calculated that:

\[ K'(1) = \lambda \beta \]  
(9)

The (9) equation determines an important state for our approach. Performance of the proposed approach can be analyzed only when \( K'(1) < 1 \), because of the Markov chain’s steady state in this equilibrium. Altogether, based on the presented matrix in (5), as \( n \) in \( P^n \) increases the values of each column tend toward an identical value. Therefore, this characteristic can be exploited to calculate a limiting distribution to analyze different aspects of the proposed approach.

### 5.2. Limiting Distribution

We should calculate a limiting distribution to overcome complexity of necessary computation and provide a basis to analyze performance of our approach. To this end, it is possible to represent the number of BoTs of an M/G/m queue in our approach with a state space \( S : \{0, 1, 2, \ldots\} \). Assume \((\pi_0, \pi_1, \pi_2, \ldots)\) is a limiting vector where:

\[ \pi_i = \lim_{n \to \infty} P_{ij}^{(n)}, \quad i, j \in S \]  
(10)

Also, assume \( \varrho \) is a matrix with identical rows like \( \pi = (\varrho, \pi_1, \pi_2, \ldots) \), so, we can use Chapman Kolmorov relations to write:

\[ \varrho = \varrho P \quad \text{or} \quad P^{(n)} = P^{n-1}P \]  
(11)

Now we can apply (10) to (11) and write:

\[ \pi = \pi P \]  
(12)

To provide a limiting distribution for further analysis we should solve this equation:

\[ \pi_j = \sum_{i=0}^{\infty} \pi_i P_{ij} \quad j = 0, 1, 2, \ldots \]  
(13)

and

\[ \sum_{j=0}^{\infty} \pi_j = 1 \]
To solve it we get $P$ from (5) and assume $\pi = (\pi_0, \pi_1, \pi_2, \ldots)$, then:

\begin{align*}
h_0\pi_0 + h_0\pi_1 &= \pi_0 \\
h_1\pi_0 + h_1\pi_1 + h_2\pi_2 &= \pi_1 \\
\vdots & \vdots \\
\end{align*}

(14)

Now with solving (14), we can get our limiting distribution. To this end, we use (6) and also define:

$$g(z) = \sum_{j=0}^{\infty} \pi_j z^j \quad |z| \leq 1$$

(15)

After multiplication of (14), we reach to:

$$g(z) = \pi_0 K(z) + \frac{K(z)}{z} [g(z) - \pi_0]$$

(16)

By using (8) and (9), we finally reach to a limiting distribution:

$$g(z) = \frac{(1 - K'(1))(z - 1)K(z)}{z - K(z)}$$

(17)

Lastly, we can determine the performance related aspects by expanding (17) in the following.

5.3. Mean Number of BoTs in the Queues

The limiting distribution that we calculated in (17) can be used by BoTs queues in an arrival epoch, departure times, and an arbitrary time point. Precisely, this is feasible only due to property of BoTs arrival distribution which it is called Poisson Arrivals See Time Averages (PASTA) property. It can be described by the fact that BoTs’ arrival is completely unknown in advance. Let $L(t)$ be the number of BoTs in an M/G/m queue at time $t$ and $L$ be the mean number of BoTs in the queues. First, the mean and variance of $C_n$ when $\lim_{n \to \infty} C_n$ can be calculated from (17). Assume:

$$C = \lim_{n \to \infty} C_n$$

Then, these values are equal to:

$$E(C) = \varphi'(1)$$

$$V(C) = \varphi''(1) + \varphi'(1) - [\varphi'(1)]^2$$

And differentiating of $g(z)$ with regard to $z$ by using L’Hôpital’s rules for several times ($z \to 1$) and considering (9) is:

$$E(C) = K'(1) + \frac{\lambda^2 E(S^2)}{2(1 - K'(1))}$$

(18)

Where $K'(1)$ is the expected number of BoTs after resource allocation and in servicing time, ultimately, the mean number of BoTs in the queues for different requests based on (18) can be analyzed by having:

$$mnq = \frac{\lambda^2 E(S^2)}{2(1 - K'(1))}$$

(19)

5.4. Clients’ Mean Response Time

Response time refers to the time that a BoT spent in the system. This time starts from receiving a request till returning results. Now assume $T$ is the total time during which a BoT waits in an M/G/m queue and after resource allocation and servicing departs the
system. Also, assume \( R = E(T) \) and there is a function like \( F \) which can distribute \( T \), now by using LST, we have:

\[
P(C = n) = \int_0^\infty e^{-\lambda t} \frac{(\lambda t)^n}{n!} dF(t) \quad n = 0, 1, 2, \ldots
\]

Now like the calculation we did in (7) and the equation in (8), we can use (20) to calculate that:

\[
\varphi(z) = \int_0^\infty e^{-\lambda t} \sum_{n=0}^{\infty} \frac{(\lambda z)^n}{n!} dF(t)
\]

Then using LST:

\[
\varphi(z) = \varphi(\lambda - \lambda z)
\]

With having (17) and (21) at hand, we can write:

\[
\varphi(\lambda - \lambda z) = \frac{(1 - K'(1))(z - 1)K(z)}{z - K(z)}
\]

Finally, by using (8) and employing \( \alpha \) instead of \( \lambda - \lambda z \), we have:

\[
\varphi(\alpha) = (1 - K'(1))\frac{\alpha\psi(\alpha)}{\alpha - \lambda(1 - \psi(\alpha))}
\]

Altogether, clients’ mean response time in the proposed approach can be analyzed based on (23) and is equal to:

\[
R = \varphi'(0)
\]

5.5. Mean Waiting and Service Time of Clients

We can exploit Little’s lemma to analyze mean waiting and service time of the proposed approach. Based on this lemma, result of multiplication of BoTs arrival parameter by \( R \) is equal to \( mnq \), which (24) and (19) represent these equations respectively, and this is:

\[
mnq = \lambda R
\]

Now based on the mentioned equations, we can analyze mean waiting time \( W \) of the proposed approach by using:

\[
W = \frac{\lambda E(S^2)}{2(1 - K'(1))}
\]

Since the response time of a BoT can be calculate by adding waiting and service time of that, so, to analyze mean service time \( (Se) \) of the proposed approach to serving clients, we can use:

\[
Se = R - W
\]

6. Evaluation

To evaluate our approach and validate the analytical model presented above, we have simulated the proposed approach. Information on metrics, methodology, and preliminary results of the simulation process is discussed in the following.

6.1. Assumptions and Metrics

As mentioned, whereas the number of client’s requests is unknown in advance, this paper assumes that users’ requests follow a Poisson distribution with mean of \( \lambda \) where it is a positive real number equal to the expected number of occurrences during a given interval. In this paper, receiving a client’s BoT by the RA is considered as an event
occurrence. Thus, the exact arrival time for the \( j \)th task of a particular BoT as an independent portion of the \( n \)th client’s request during \( \lambda \) time can be represented by result of \( \Phi_{nj} \lambda \).

As we analyzed in previous section, the main metric that must be measured is users’ response time. This time calculates from the point in which the classifier receives a BoT till the point that results referred to the client. Besides, this paper considers metrics such as the number of BoTs in the system and mean service time of users’ BoTs to present. Moreover, based on the response time and the service time, it is possible to calculate clients’ waiting time to be served after resource allocation, because response time is broken down into service time and waiting time.

6.2. Methodology

There is no existing complete framework for evaluating resource allocation strategies, so this paper exploits the Monte Carlo method to simulate all components of the system, from clients’ BoTs to servers. Based on the Monte Carlo method, our evaluation process defines a domain of possible inputs, then generate inputs randomly from a probability distribution over the domain and finally, it performs a deterministic computation on the received inputs to aggregate the results. To this end, the number of servers in our IaaS environment, the number of clients, and the number of the SLA classes were set to 15, 3000, and 3, respectively.

More specifically, 17% of clients were belonged to class A of the SLA. Class B and C also were contained 33% and 50% of clients, respectively. The total CPU capacity of servers was equal to 14000.0 MIPS where the total RAM capacity was equal to 32768 MB for servers. The value of \( \lambda \) was set with a random variable between 0.1 and 0.9. The number of tasks of each BoT was also set with a random variable between 30 and 150. Dispersion of BoTs CPU requirement (CV) was assigned values of 0.12 and 0.35.

In addition, to compare the obtained results of the proposed approach with known resource allocation methods, two reference models were used. These were namely the modified PS and the FF. Details of the approaches were discussed earlier in Section 2. We selected these solutions because these received significant attention of researchers presently and these are using in distributed environments.

![Figure 3. Mean number of BoTs in the Systems](image)
6.3. Results

Based on the discussions from previous sections, in order to measure the mentioned metrics and validate our results, the experiments were executed and repeated hundreds of times. Mean number of BoTs in the system is shown in Figure 3. As we analyzed in Section 2, BoTs arrival is completely unknown in advance, and it increase in accordance with clients’ requests’ arrival rate. In fact, this metric can show effect of servers’ utilization on the number of tasks in the system at the time of a new task arrival. As it can be seen, the effectiveness of our approach in terms of this metric puts it in the second place between the two reference models. Two different values of CV for each metric give technical insight into the behavior of approaches in accordance with different dispersion of BoTs tasks.

Mean response time of users is shown in Figure 4. For example, when $\lambda = 0.1$ and $CV = 0.12$, mean response time for our approach is equal to 0.2954 seconds while this value is equal to 1.4695 and 0.3672 for the FF and the modified PS, respectively. Due to omitting idle time of servers in our approach, when the $\lambda$ increases our approach turns from the first place into the second. Finally, mean service time of BoTs is shown in Figure 5. Whereas the response time of users was broken down into service time and waiting time, this figure completes the presented information on mean response time of servers. Compare to the reference models, Figure 5 shows at any arbitrary time our approach can be in a steady state.

In addition, idle time of servers for the FF and the modified PS ranges from 0.061 to 1.237 and from 0.844 to 8.833 respectively. However, the proposed approach could omit idle time of servers. This is why the RA continuously checks servers and exploits a deallocation process to switch unnecessary servers off. Hence, the two reference models are not comparable to our approach in terms of the total idle time of servers. Besides, since the total cost of resource allocation must be calculated based on both the solutions’ service time and idle time, our approach can provide a cheaper resource allocation compared to the reference models.

![Figure 4. Mean response time of clients' BoTs in different approaches](image-url)
Figure 5. Mean Service Time of BoTs in Different Approaches

7. Conclusions

There are different workload types with different characteristics that should be supported by cloud computing, but there is no any single solution can allocate resources to all imaginable demands optimally. Consequently, it is necessary to design specific solutions to allocate resources for each workload type. To this end, this paper has focused on Bag of Tasks applications. It has proposed an idea to facilitate dynamic resource allocation this workload type. Our approach has monitored server’s traffic intensity to response users based on an appropriate resource selection and allocation in a reasonable time.

Technically, we have exploited users’ bearable response time of their service level agreement and a classification technique based on that. Also, we have analyzed performance of our approach and evaluated it using the Monte Carlo simulation. The obtained results have showed that our approach can omit idle of servers. To validate our results, we have compared it with two reference models, First Fit and Proportional Share. The proposed approach could outperform the reference models in terms of the total cost of resource allocation and response time of clients.
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