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Abstract

The IoT-Cloud virtual machine system is a cloud-based execution solution for IoT devices with offloading techniques that delegate tasks requiring high computing power from low-performance IoT devices to a high-performance cloud environment as a service. The IoT devices with the IoT-Cloud virtual machine system can perform complex tasks using the computing power of high-performance cloud. The offloading technique can reduce the execution performance depending on the workload of the IoT devices and the clouds. Therefore, it is necessary to decide offloading execution considering the workload of the IoT devices and the clouds.

In this paper, CPU utilization trend, which is one of the workload indices, is predicted through deep learning in order to decide offloading execution considering the workload of the IoT devices and clouds. In this paper, we present four CPU usage models and introduce a technique for predicting server load based on hybrid deep neural network. The predicted CPU utilization trend is indicative of future CPU utilization information and is therefore an indicator for offloading execution decisions. Through experiments, we confirmed that the proposed method estimates the load of the model very similar, and it can apply the offloading adaptively according to the load of the server.
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1. Introduction

The IoT-Cloud virtual machine system [1] uses an offloading technique to perform tasks with high computational complexity by providing high-performance cloud server computing power to low-performance IoT devices. The offloading execution of the current IoT-Cloud virtual machine system has a simple structure in which offloading execution is determined when the computational complexity of the task analyzed through profiling exceeds a predetermined value. However, since the offloading technique may reduce the performance depending on the workload and the network performance of the IoT devices and the cloud server, the offloading operation should be decided considering the workload of the IoT devices and the cloud server.

This paper predicted CPU utilization trend, which is one of the workload indices, through deep learning. The predicted CPU utilization trend is indicative of future CPU utilization information and is therefore an indicator for offloading execution decisions.
2. Related Works

2.1. LWVM (Light-Weighted Virtual Machine)

The IoT-Cloud VM is a stack-based virtual machine designed to run on IoT devices under low computational performance. Figure 1 shows the system configuration of the IoT-Cloud VM [5].

The Light-Weighted IoT Virtual Machine is a stack-based virtual machine that was designed to execute on low computing powered IoT devices by the cloud-based offloading method. Moreover, it was designed for small computing devices that have restricted resources. The system configuration of the proposed Light-Weighted IoT Virtual Machine is comprised of the execution layer, offloading layer, runtime environment layer, portable library layer, and JIT (Just-In-Time) compiler.

![Figure 1. System Configuration of the IoT-Cloud VM (LWVM, Light-weighted Virtual Machine)](image)

2.2. IoT-Cloud Fusion Virtual Machine System

The IoT-Cloud fusion virtual machine system is designed to support downloading and executing application programs without platform dependency on various IoT devices [5]. The system consists of four main parts; compiler, assembler, profiler and IoT-Cloud virtual machine. It is designed in a hierarchal structure to minimize the burden of the retargeting process. Figure 2 shows a system configuration of the IoT-Cloud fusion virtual machine system.

The IoT-Cloud Virtual Machine is a stack-based virtual machine solution with cloud offloading technology, loaded on IoT devices, which allows dynamic application programs to be downloaded and run platform independently with high computing performance [7, 8]. The VM is designed to use an intermediary language, RSIL (Reduced Smart Intermediate Language), which is capable of accommodating both procedural and object-oriented languages. It has the advantage of accommodating languages such as C/C++, Java, and Objective-C used in the iOS, which is currently used by a majority of developers.

The LWVM system consists of a compiler that compiles the application and generates a LVAF (Light-weighted Virtual machine Assembly Format) file composed of RSIL code, an assembler that converts the LVAF file to LVEF (Light-weighted Virtual machine Executable Format), and the IoT-Cloud VM that accepts and executes the LVEF file.
Figure 2. Configuration of the IoT-Cloud Fusion Virtual Machine System

2.3. TreNet

TreNet is a neural network for trend prediction of time series data. It is a hybrid neural network combining LSTM (Long Short-Term Memory), CNN (Convolutional Neural Network) and Feature Fusion layer [2]. In the LSTM layer, time series data consisting of the current trend slope ($l_k$) and persistence ($s_k$) is input to the CNN layer, raw data sets are input to learn the dependency of the current trend and pattern transition point. To predict the forecast slope ($l'_k$) and persistence ($s'_k$) of future trends. Figure 3 shows the structure of TreNet.

Figure 3. Structure of the TreNet

3. Supervised Learning Model for Performance Load Prediction

The CPU utilization trend of this paper is studied using TreNet, and the overall structure is composed of data set loader, data processor, and TreNet. Figure 4 shows the overall structure of the learning machine for trend prediction. Data processing is the process of processing a set of CPU utilization data into a form suitable for trend learning. The CPU utilization data set loaded into memory in the data set loader is processed by the
data processor into a local data set, a slope data set, and a result data set. The local dataset is used to grasp the pattern conversion point in a form that is normalized with the utilization distribution and bundled with the specified window size.

![Figure 4. Structure of the Learning Model for Performance Load Prediction](image)

The local dataset is used to grasp the pattern conversion point in a form that is normalized with the utilization distribution and bundled with the specified window size.

The slope data set is a slope change data set of the CPU utilization distribution and represents historical trend information from past to present. The data processor derives a linear function that minimizes the error in the CPU utilization distribution using the method of Least Squares to extract the gradient change data from the CPU utilization distribution.

The result dataset is a set of data used to learn the results of the map learning and is processed into a set of gradients indicating the future at the input data point in accordance with the learning purpose of this paper.

Since CPU utilization trends are real-time information, it is impossible to predict sustainability even though the slope can be obtained. Therefore, TreNet of this paper learns only the slope except the persistence of the trend. The map learning of this paper proceeds in the following order.

1. The local dataset is input to the CNN layer of TreNet while the LSTM layer is input to the tilt dataset.
2. The CNN and LSTM layers learn the dependencies in the input data set and send the results to the Feature Fusion layer.
3. The Feature Fusion layer fuses the results of the CNN and LSTM layers to learn the dependence of the slope and the pattern transition point.
4. The Output Layer learns to derive the predictive slope through the dependency relationships and result datasets learned in the Feature Fusion layer.

4. CPU Utilization Modeling and Experimental Results

The CPU utilization pattern is necessary to model the real-world CPU utilization distribution. The CPU utilization pattern of this paper analyzed and classified the CPU utilization data sets collected for the NAB (Numenta Anomaly Benchmark).
The distribution of CPU usage in the dataset is stable after the surge in utilization rate, stable after steep decline in utilization rate, stable in utilization rate, and stable in utilization. Peak value is classified into patterns in which the utilization rate continuously changes. Figure 5 shows the patterns classified by analyzing the CPU utilization distribution.

The CPU utilization distribution of this paper is modeled by using the M / M / 1 queuing system which follows the time-varying Poisson process [12, 13]. The M / M / 1 queuing system is not suitable for modeling CPU utilization that changes in real time because the arrival rate of work is fixed. On the other hand, the time-varying M / M / 1 queuing system is suitable for modeling the CPU utilization rate, which is a workload changing in real time because the arrival rate of work varies with time. The arrival rate of work for each pattern defined is defined as follows.

Patterns in which the arrival rate is constantly changing:

\[
\lambda(t) = 0.05172t - 0.00554 \quad \text{for } 0.0 \leq t < 1.0 \\
\lambda(t) = 0.20536t - 0.15918 \quad \text{for } 1.0 \leq t < 1.5 \\
\lambda(t) = -0.08846t + 0.27576 \quad \text{for } 1.5 \leq t < 2.0 \\
\lambda(t) = -0.14485t + 0.30624 \quad \text{for } 2.0 \leq t < 2.5 \\
\lambda(t) = 0.03998t - 0.03796 \quad \text{for } 2.5 \leq t < 3.0 \\
\lambda(t) = 0.03120t + 1.12996 \quad \text{for } 3.0 \leq t < 3.5 \\
\lambda(t) = 0.00848t - 0.33448 \quad \text{for } 3.5 \leq t < 4.0 \\
\lambda(t) = 0.01476t - 0.00052 \quad \text{for } 4.0 \leq t < 4.5 \\
\lambda(t) = 0.15328t - 0.02385 \quad \text{for } 4.5 \leq t < 5.0
\]

Work arrival rate is stable and upward pattern:

\[
\lambda(t) = 0.04 \quad \text{for } 0 \leq t < 2 \\
\lambda(t) = 0.1t - 0.16 \quad \text{for } 2 \leq t < 3 \\
\lambda(t) = 0.14 \quad \text{for } 3 \leq t
\]

Work arrival rate is stable and downward pattern:

\[
\lambda(t) = 0.14 \quad \text{for } 0 \leq t < 2 \\
\lambda(t) = -0.1t + 0.34 \quad \text{for } 2 \leq t < 3 \\
\lambda(t) = 0.04 \quad \text{for } 3 \leq t
\]

Work arrival rate is stable and peak pattern:

\[
\lambda(t) = 0.04 \quad \text{for } 0 \leq t < 2 \\
\lambda(t) = 0.1t - 0.16 \quad \text{for } 2 \leq t < 3 \\
\lambda(t) = -0.1t + 0.44 \quad \text{for } 3 \leq t < 4 \\
\lambda(t) = 0.04 \quad \text{for } 4 \leq t
\]
The results are verified using a simulator to verify that the modeled CPU utilization distribution is normally modeled according to the defined arrival rate of work. Figure 3 shows the simulation results.

![Figure 6. CPU Modeling Simulation Results](image)

The results are verified using a simulator to verify that the modeled CPU utilization distribution is normally modeled according to the defined arrival rate of work. Figure 5 shows the simulation results.

![Figure 7. Estimation Results for Server’s Load using Hybrid Deep Neural Network](image)
Figure 7 is a comparison of the CPU usage distribution modeled using the time-varying M / M / 1 queuing system and the results predicted by the proposed scheme. In the figure, the raw slope is the slope of the modeled CPU utilization, and the predicted slope is the slope of the predicted value of the server workload based on the hybrid depth learning. First, (a) shows a steady pattern of usage rates, but (b) shows a steeply decreasing pattern with a steady utilization rate distribution. (c) is a model that shows a pattern of taking a pole and dropping rapidly. Finally, (d) is a model showing the workload pattern of the IoT application proposed by Bell LAB.

From the experimental results, we can confirm that the prediction slope value is estimated to be almost similar to the CPU utilization distribution slope value. Therefore, if the hybrid deep neural network model predicts the slope of the CPU Utilization like the experimental results, the workload of the server can be predicted. Based on the prediction results, the IoT client virtual machine can efficiently determine the offloading execution.

5. Conclusion

In this paper, we propose the CPU utilization trend, which is one of the workload indicators, through deep learning for efficient offloading execution decision. We use CPU utilization distribution data, which is one of the workload judgment indices, to model workload through deep learning. The currently modeled CPU Utilization pattern reflects the Utilization pattern of the real world, but it shows a simple pattern. Predicted utilization trends are indicators of offloading execution decisions because they represent changes in workload.

In the future, the team will work with the IoT-Cloud fusion virtual machine under study to determine if the IoT virtual machine will decide offloading execution based on the predicted CPU utilization trend. Based on this, we will experiment and analyze how workload estimation of server studied in this paper affects offloading performance.
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