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Abstract 

Mobile devices are increasingly becoming famous in the current times. Limited 

computing resources are still a hindrance for resource intensive computations. Several 

frameworks have been established to enable cloud -based mobile augmentation (CMA) 

approach be followed by mobile applications. CMA has a strategy of dynamic 

outsourcing resource intensive tasks to the external resources. CMA’s state of art mobile 

augmentation model employs resource- rich clouds to increase, enhance and optimize 

mobile device. Augmented mobile devices in the cloud are geared towards extensive 

computations and storage of big data beyond the device capabilities with little or no 

traceable footprint and vulnerabilities. CMA has made efforts towards exploiting various 

cloud- based computing resources especially the distant clouds and proximate mobile 

nodes to augment mobile devices. Task scheduling is one of the approaches that are well 

elaborated using computations in this paper that is employed to reduce execution time. 

 

Keywords: Cloud computing, Cloud-based Mobile Augmentation, Mobile Cloud 
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1. Introduction 

Cloud computing is an emerging concept that entails a combination of many fields in 

computing. Mobile cloud computing is a combination of cloud computing tools with the 

mobile devices making them resource full in terms of computational power, storage and 

energy [1]. It is a new paradigm that is slowly but surely gaining popularity. Cloud 

computing is founded on service delivery, increasing storage, system automation, 

accessibility of software over the internet, flexibility and ease of information mobility [1]. 

Use of mobile devices has immensely increased over time and its utilization on the cloud 

is now a reality. Availability of powerful mobile end-user devices and the continuous 

wireless network improvement has enhanced mobile computing making it a predominant 

computing paradigm [2]. 

Cloud-based mobile augmentation (CMA) is a computing concept that allows resource- 

constrained devices to offload resource intensive tasks to other device or cloud computing 

resources [2].Mobile cloud computing creates a need for specialized application 

development models that support computational offloading from mobile devices to the 

cloud. A successful exploitation of cloud resources in other stationery devices has 

motivated the utilization of elastic resources for the mobile devices in the wireless 

ecosystem resulting into the emergence of mobile cloud computing as new computing 

field [3]. 

Cloud mobile application seeks to minimize mobile gadgets’ resource consumption 

through provisioning rich cloud resources without any degradation [3]. Portability has 

been appreciated by end users leading to an incredible increase in mobile devices sales 

especially Smartphone greatly surpassing the desktop sales. The conventional applications 

on the sedentary desktops should be redesigned to operate on a mobile platform 

[4].Limited power storage of mobile devices especially Smartphone was found to be a 

problem due to reduced operational time. The study in 2005 involving 15 countries shows 
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that extended battery time on mobile devices is one of the most important features 

compared to storage and cameras [5]. 

Cloud computing is the distributed computing model that provides computing services 

and resources on demand basis by implementing pay-as-you-go, on- demand provisioning 

and utility computing business model [13]. Emergences of cloud computing enable 

mobile device users to access shared computing resources. The constraining of processing 

powers, data synchronization, battery life, storage reliability and scalability of mobile 

devices has led to the mobile cloud computing (MCC) paradigm being developed. While 

some mobile applications rely on the resources and capabilities of the mobile device only, 

others require constant connection to provision distinct cloud resources for their full 

functionality [14]. 

Feature offloading which is common practice in MCC uses remote method invocation 

to perform computational offloading with surrogates. It is beneficial to this paradigm 

since it integrates well with the principle of object oriented design but requires constant 

synchronization of shared variables. Cloud resources have created an opportunity to 

mitigate the shortcomings of utilizing powerful computing in augmenting mobile devices 

such as Smartphone, tablet PCs and PDAs among others [15]. 

 

Figure 1. Cloudlet Architecture 

Main requirements of MCC include availability, portability, scalability, usability, 

maintainability and security. In order to achieve availability, reliable network connection 

is required for computation offloading. The challenge that exists currently is that of 

intermittent connectivity in wireless connections. Regardless of increase in the use of 

mobile devices, there are several inherent shortages that continue to impede feasibility of 

intensive mobile computing operations [15]. There are several issues that necessitate 

cloud-based mobile augmentation to meet the increasing needs of mobile device users as 

shown in the figure below: 
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Figure 2. Mobile Issues that Motivate Augmentation 

1.2. Cloud-based Mobile Computation Augmentation 

The need to empower computation capabilities of mobile devices is not a new concept 

and there have been several approaches towards achieving this goal. The approaches 

include load sharing, remote execution, cyber foraging and computation offloading [3]. 

Remote execution is a concept that emerged in the 90s with the researchers aiming at 

enabling mobile computers performs remote computations and data storage to conserve 

their scarce native resources and battery life extended. Cyber foraging introduced with the 

concept of surrogate computing by Satyanarayana (2001). This concept is defined as a 

process to dynamically augmenting the computing resources of a wireless mobile 

computer by exploiting wired hardware infrastructure. 

The augmentation of the resource constrained mobile devices is achievable through 

migration of the entire or partial application resources to cloud -based computing 

resources. These resources include the remote cloud data centres [20], group of nearby 

mobile computing devices [21], hybrid model with heterogeneous computing resources 

[22] or to the proximate resourceful computing devices [23]. 

 

2. Related Work 

CMA is a computing paradigm that seeks to utilize the cloud for resource constrained 

devices. Surrogate computing concept introduced in 2001 by Satyanarayanan [6] is 

closely related to CMA. Cyber foraging is one of the solutions for enhanced mobile 

application performance by which users can perform computation and data processing on 

nearby fixed computers [6]. Offloading tasks that involve heavy computational work is 

one requirement for mobile users. Fernando, Loke & Rahayu [7] introduces an approach 

that does not require building an infrastructure to offload heavy computational work. 

Instead of using cloud services such as Amazon EC2, a local cloud is created using 

nearby mobile devices [7].Use of nearby mobile devices to offload heavy computation 

load is a cheaper method compared to building of infrastructures.  The model of cyber 

foraging band surrogate computing is faced with tough challenges that makes it less 

applicable as compared to cloud- based mobile augmentation in mobile cloud computing. 

The security support aspect required making surrogates minimally intrusive for the data 

and user safety still haunts. The advance time notice for effective server staging, proper 

load balancing and improved trust levels in the surrogates are required for this method to 

be actualized. The cloudlet model for cloud- based mobile augmentation in mobile cloud 

computing gives better solution to the challenges facing surrogates. The security levels 

are highly rated when using the cloud- based mobile augmentation in mobile cloud 
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computing. The model is easier and convenient to implement since there are dedicated 

mobile devices that handle the load as opposed to cyber foraging band surrogate 

computing which is dependent on the availability of nearby mobile devices. 

Cloud operating system (COS) is a software structure which can support autonomous 

workload elasticity and scalability based on the application level migration strategy for 

reconfiguration [8]. Tolia, Andersen & Satyanarayana [9] concludes that long WAN 

latency decreases application responsiveness by investigating application interactivity 

when mobile devices are augmented using remote servers. Use of this paradigm would 

greatly influence workload offloading elasticity and scalability. Use of the Cloud 

operating system would greatly scale the workload up by migrating the mobile actors and 

terminating idle virtual machines. Scaling up workload offload would thereby improve 

the performance of the entire cloud. Much focus has been laid on energy saving, 

performance improvement or both, and minimum bandwidth cost. The subscriber 

mobility when utilizing remote servers for augmentation and factors such as weather and 

distance makes bandwidth variations high leading to unreliability and increased time loss. 

Unreliability is undesirable when moving towards better performance satisfaction, energy 

saving and minimization of bandwidth costs. The model presented in this paper takes 

much consideration on minimizing the augmentation cost together with better reliable 

offloading techniques through use of cloudlets. 

Adoption of profiling- partitioning technique to identify offloaded parts of a program 

for energy saving, performance improvement has been dedicated to offload data or part of 

the application to remote servers to reduce execution time [10]. Cost reduction in terms of 

bandwidth cost and the impact of it on energy consumption for mobile device in the 

cloud- based mobile augmentation environment in MCC domain [10]. The aim is to 

reduce the overall cost of improved uptake of augmented resources on the cloud. The cost 

related challenges are well mitigated through the profiling-partition techniques due to 

easy offloading of programs in parts with ease of identifying the offloaded parts thereby 

reducing execution time. Offloading of resource intensive workload to remote servers is 

time consuming and expensive due to the distance and workload being processed by the 

remote servers. The urgent need for nearby resources offloading for a temporary 

execution of tasks is highly constrained when the remote servers are utilized. The absence 

of task scheduling scheme in this methodology contributes to delays and inefficiencies 

during resource uploading. The use of cloudlet paradigm and application of efficient task 

scheduling algorithms as presented in the paper are more desirable as opposed to the 

method presented by Nyamajejen and Yu [10]. The distance is greatly reduced since 

cloudlets are strategically positioned and the tasks are scheduled in such a way that 

collisions are reduced during offloading. 

Cloud is equated to a distributed system. Job allocation algorithms in the distributed 

systems can be classified as static or dynamic [11]. [12] Introduces a job scheduling 

algorithm for optimal heterogeneous tasks scheduling on heterogeneous sources according 

to the Genetic Algorithm that reach to better efficiency and reduced delay times. The job 

scheduling algorithm proposed in this model can be more applicable in dynamic job 

allocation while it is constrained in the static job allocations due to the focus only on 

heterogeneous tasks in heterogeneous sources. The distributed nature of the algorithms 

proposed makes the model more prone to sophisticated distributed attacks such as the 

distributed denial of service and cross site scripting which can be fatal if successfully 

done. Use of cloudlets as presented in this paper improves the security during offloading 

of tasks into the augmented mobile cloud environment. The algorithms presented in this 

paper provide an efficient job scheduling so as to enhance the speed and accuracy of 

offloading individual tasks on the cloud.  
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3. Problem Statement 

Mobile cloud computing is a new paradigm in the computing technology. Time spent 

when a mobile device wants to augment resources to the cloud and utilize them is of great 

importance. As it stands today time spent to upload application or resources to the cloud 

and also time required to access resources from the cloud is large. In view of execution 

time is affected by several factors as shown below. 

 

3.1. Execution Time 

The total time consumed to execute a transaction in a cloud based mobile augmentation 

in the cloud computing can be calculated as follows: 

T total = Tmobile +TRT + Tcloud                                             (1) 

Where Ttotal   is the total time consumed in transaction execution while Tmobile , TRT  and 

Tcloud  represents time for native computation , roundtrip delay and computing latency of 

the cloud respectively. 

The computation latency is dependent on the CPU clock speed, RAM size and I/O 

performance whereas roundtrip delay includes transmission, propagation, processing and 

queuing delay. 

TRT = 2* (TProg+ Ttrans+ Tproc+ Tque)                                      (2) 

TRT is the round trip delay 

Tprog represents propagation delay which represents the time needed to transmit the packet 

through a medium from client to server. 

Tprog = 4*H*(D/S)                                                      (3) 

Tproc is the processing delay time which represents the time an intermediate node can 

handle the packets on the network. 

Tproc = 4*(H-1) * T                                                     (4) 

Ttran is transmission delay time that depends on the amount of data being transferred over 

the network bandwidth β. 

Ttran P*(PS/ β)                                                           (5) 

Tque is the queuing delay which represents the time packet queues before transmission. 

Tque = (H-1)*(PS / β)                                                   (6) 

Substituting 3, 4, 5 and 6 in 2  

TRT = 2(4*H*D/S)+(P*PS/β)+((H-1)*PS/β))+(4*(H-1)*TPROC)       (7) 

This shows that the roundtrip latency highly depends on the number of hops between 

mobile devices and cloud rather than the distance between the cloud and the 

communicating mobile device. The scheduling of tasks in the cloud is of major 

importance. 

 

4. Proposed Solution 

Due to many delays as indicated in the problem statement, a model that seeks to 

schedule tasks is proposed to reduce execution time spent by each node (mobile device) to 

access or upload resources to the cloud.  

The user according to Poisson process generates a task request to the scheduler with 

the user k able to generate jobs with an average rate of βk (jobs per second). Scheduler 

receives tasks from users and dispatches each to computing nodes assuming that the cost 

of task decomposition is negligible. 

According to the number of computing nodes available, scheduler i moves users tasks 

into m task slices, aij is the ratio that scheduler I uses to assign a task to computing node j 

satisfying the constraint that aij≥ 0 & ∑ aij
m
j=1  = 1 

The computing node executes and processes the tasks with the assumption that the 

computing node has the ability to execute the general task slice. The constraints below are 

meant to enhance stability of the scheduler. 
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∑ λj

n

i=1

  <    ∑ µ
j

m

j=1

 

This constraint means that the average rate of jobs that all schedulers issue should never 

be faster than the average rate of jobs that all computing nodes execute. 

∑ λj 

n

i=1

 < ai j µj
 

This constraint means that average job rate sent to node j must not exceed rate at which 

jobs execute on j 

µ𝑗 is the average processing rate of jobs at the computational node j. 𝜆𝑗is the average rate 

of jobs that scheduler I issues. 

 

4.1. Objective Function to Optimize Task Response Time 

Let ai={ai1, ai2, ….., aim } represents scheduler i’s task slicing scheme on all cloud 

computing nodes where i = 1,2,…,n and aij is the task’s ratio of jobs according to how 

scheduler i assigns jobsto node j. assuming that the average length of all tasks is b bits, 

transmission delay time from scheduler i to computing node j is eij , communication 

bandwidth from i to node j is cij , transmission time of task slice 𝑎𝑖𝑗  is calculated as 

follows: 

Lij =  eij + 
 b*aij

cij
                                                     (8) 

Average service time 𝐸(𝑡)is defined as: 

E(t) = 
1

µ
  +   

λ(σ2+ 
1

µ2)

2(1-
λ

µ
)

                                                  (9)  

Where σ2 represents variance of the service time, µ  is average execution rate of the 

computing node. 

Assuming that the computing nodes service time subjects to the negative exponential 

distribution, the average service time Fijof task slice aij can be computed as follows: 

Fij= (
1

µj

+ 
∑ λkakj

n
k=1

µj(µj- ∑ λkakj
n
k=1 )

) *aij                                      (10) 

 The execution time of task slice 𝑎𝑖𝑗 is the sum of transmission time 𝐿𝑖𝑗 and the average 

service time 𝐹𝑖𝑗 on node j as follows 

 

Fij+ Lij= (
1

µj

+
∑ λkakj

n
k=1

µj(µj- ∑ λkakj
n
k=1 )

) *aij+eij+
b*aij

cij
                          (11) 

The slices are then executed independently after being scheduled to computing nodes. The 

response time of the task is: 

FLi(ai)= maxj=1
m (Fij+ Lij)  

                 =maxj=1
m ( (

1

µj

+
∑ λkakj

n
k=1

µj(µj- ∑ λkakj
n
k=1 )

) *aij+eij+
b*aij

cij
)                        (12) 

The scheduler expects minimum response time when scheduling tasks. Therefore, we can 

get the objective function of scheduler i (𝐷𝑖) based on response time optimization: 

Di= min maxj=1
m ( (

1

µj

+
∑ λkakj

n
k=1

µj(µj- ∑ λkakj
n
k=1 )

) *aij+eij+
b*aij

cij
)                          (13) 

Introducing new variable µ𝑗𝑖(𝐶𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝑝𝑜𝑤𝑒𝑟) to enhance the equation’s 

understandability: 

µ
ji
= µ

j
– ∑ λkakj

n
k=1,k≠i                                                (14) 

Combining 13 & 14 you get: 
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Di=minmaxj    =1
m ( (1+ 

µj-µji+λjiaij

µji-λiaij
) *

aij

µj

+eij+
b*aij

cij
)                                (15) 

5. Analysis 

This computation schema proves to be better when coupled with the cloudlets 

computation approach in cloud-based mobile augmentation in mobile cloud computing 

technology. The computation schema also proves to be better compared with other 

algorithms used in solving the task allocation and response time challenges facing mobile 

cloud computing currently. Greedy algorithm utilized in cyber foraging approach 

compared with the proposed computation schema shows the effectiveness of cloudlet 

approach as opposed to the surrogate approach. Game-theoretic algorithm utilizes game 

theory to design new task scheduling algorithm with a goal of completion time to enhance 

the response time in the cloud. 

The task proportion sent into a node is given by:  

aij = 
µji

 ∑ µji
m
j=1

                                                   (16) 

The relative arrival rate of jobs at scheduler 𝑖 is represented by Ø𝑖 with the average arrival 

rate calculated as follows 

Ri= Øi.Þ. ∑ µ
j

m
j=1                                               (17) 

Where Þ  is the required overall average systems load. 

Taking the system load Þ to 0.5 average task length b to 1Mbits, average delay time 

between scheduler i to node j to 100Kbps, transmission delay time between scheduler i to 

node j (𝑒𝑖𝑗)to 0.5s.  

This average task processing rate for computation schema will be labelled as A. 

The average task processing rate Greedy algorithm for cyber foraging will be labelled B. 

The average task processing rate Game theoretic algorithm will be labelled as C. 

Table 1. Average Task Processing Rate of Computing Nodes 

Computing 

node 

1 2 3 4 5 6 7 8 

A 0.28 0.22 0.19 0.23 0.20 0.26 0.22 0.23 

B 0.26 0.19 0.18 0.20 0.18 0.23 0.22 0.20 

C 0.22 0.15 0.15 0.17 0.12 0.19 0.18 0.17 

 

 

Figure 3. Analysis of the Average Task Processing Rates for A, B and C 
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6. Cloudlets Experimentation 

An experiment was conducted by applying cloudlet model in cloud computing as in the 

figure 1. The cloudlets are executed on the local host to avoid overhead associated with 

cloudlet migration. An experimentation comparing two different scenarios, one involving 

with an equal number of virtual machines and cloudlets and another with VMs reduced to 

half the number of cloudlets. 

 

 

Figure 4: Concept of Cloudlets 

The cloudlets are assigned to VMs by cloud service data centre brokers on the 

basis of the allocation policy. The average time consumption for the two scenarios is 

observed. 

 

7. Results 

This section shows the graphical and tabular representation of experimental results. 

 

 

Figure 5. Cloudlets Execution Time for Shared VMs 

The analysis shows that average execution time for each cloudlet increases with the 

equally increasing number of cloudlets and VMs. The execution time for cloudlet is about 

58% for 2 -45 cloudlets. 

Other experiments to ascertain percentage increase in average execution time for 

individual cloudlets in different experiments are as shown. 
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Table 2. Percentage Increase in the Average Execution Time of Cloudlet for 
Non-shared VMs 

SNO Cloudlets % increase in Execution Time 

 2-5 29 

 5-10 55 

 10-15 61 

 15-20 56 

 20-25 71 

 25-30 66 

 30-45 65 

 

Table 3. Standard Deviation for Non-shared VM 

SNO Cloudlets % Difference in STDEV 

1 2-5 8 

2 5-10 64 

3 10-15 24 

4 15-20 75 

5 20-25 56 

6 25-30 72 

7 30-45 138 

 

 

Figure 6. Cloudlets Execution Time for Shared VMs 

The results indicate that average execution period for each cloudlet rises with the 

growth in the number of cloudlets regardless of the circumstance that the amount of VMs 

is reduced to half of the number of cloudlets. The average execution time for cloudlets 

increases by 64.7% for 2-45 cloudlets and 1-22 VMs 
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Table 4. Percentage Increase in Cloudlet Execution Time for Shared VM 

SNO Cloudlets %Increase in Execution Time 

1 2-5 32 

2 5-10 81 

3 10-15 60 

4 15-20 64 

5 20-25 77 

6 25-30 69 

7 30-45 70 

Table 5. Percentage Difference in Standard Deviation of Cloudlet Execution 
Time for Shared VM 

SNO Cloudlets % Difference in STDEV 

1 2-5 79 

2 5-10 118 

3 10-15 32 

4 15-20 91 

5 20-25 64 

6 25-30 74 

7 30-45 135 

 

8. Future Work 

The Java RMI system in use is not adequately reliable. In case the server shuts down 

all the data and computation on the server gets lost. The client is able to resend the data 

and computation directions to another server. Improvement to this would boost great 

advancement on the technology. 

Caching can be greatly applicable to cope with limited bandwidth and lost 

connectivity. Use of basic caching, live connection and piggy back fetching are common 

caching strategies. Use of different approaches for mobile client side caching can be used 

to enhance response time. 

 

9. Conclusion 

The paper shows a survey, classification and assessment of current available 

frameworks that enables development and utilization of cloud-based mobile augmentation 

in the mobile cloud computing technology. There are several differences in the existing 

and proposed frameworks for offloading resource-intensive workloads on the cloud 

infrastructure. Cloud computing seems to be a promising technology once fully executed 

eliminating vulnerabilities and delay time that exists. The paper analyses the cloud-based 

mobile augmentation on the cloud with a focus on delays and execution time. The 

execution time taken in the cloud to successfully work on a task requested or uploaded by 

a mobile device is of great importance in improving response time in the cloud. A task 

scheduling computation is proposed to enhance response time by breaking down the tasks 

into task slices. The utilization of cloudlets coupled with breaking down of large tasks 

into smaller tasks will greatly enhance the functionality of the cloud in terms of client’s 

request and cloud’s response times. Achievement of reduced delay time will greatly 

enhance the ability of cloud users to offload applications and information on the cloud 

whether partially or fully without fear of long delay time when those resources are 

required. 
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