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Abstract 

In the process of coverage for multiple targets, due to the existence of a large number 

of redundant data make the effective monitoring area coverage decreased and force the 

network to consume more energy. Therefore, this paper proposes a multi-target k-

coverage preservation protocol. First of all, establish the affiliation between the sensor 

nodes and target nodes through the network model, present a method to compute the 

coverage expected value of the monitoring area; secondly, in the network energy 

conversion, using scheduling mechanism in sensor nodes to attain the network energy 

balance, and achieve different network coverage quality through different nodes energy 

conversion. Finally, simulation results show that NMCP can effectively reduce the 

number of active nodes meeting certain coverage requirements and then improve the 

network lifetime. 

 

Keywords: wireless sensor networks (WSNs); network lifetime; coverage rate; multi-

targets; k-degree coverage 

 

1. Introduction 

Wireless sensor networks are composed of integrated sensor technology, micro 

electromechanical technology and wireless communication technology integration of 

wireless network system. It is due to a large number of sensor nodes through the self 

organizing form, in order to multi hop data transmission [1]. Sensor nodes are the main 

characteristics of the performance for the small volume, energy Co., with certain 

perception ability, computing ability and communication ability, widely used in defense, 

military, transportation, medical and health, environmental monitoring, earthquake relief, 

intelligent buildings, domain engineering [2]. At present, there are two kinds of 

deployment scheme in sensor node. The first scheme is artificial deployment; the other is 

random deployment. Artificial deployment is mainly used in a specific environment, to 

the environment is strictly limited; in vast numbers, the deployment scheme used is 

randomly deployed, random deployment no need to consider the specific environment, 

such as: in the natural conditions are very harsh environment, generally used in the 

deployment of sensor nodes is the vehicle random deployment mechanism in random 

deployment although can reduce the nature of human activities damage, but there are also 

some problems [3]. Is mainly reflected in: due to the presence of randomly deployed, will 

make monitoring area within a certain range in the nodes with high concentration of state, 

so the network scalability, comprehensive service performance, data communication, 

signal interference, energy waste with a series of problems [4]. 

Based on the above problems, the most basic question is how to achieve effective 

coverage of regional monitoring domain, reduce the consumption of the energy of the 
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sensor nodes, with a minimum of sensor nodes complete region is the largest or is to pay 

attention to the effective coverage of the target node. In order to meet the requirements of 

certain coverage, it is not required to complete the entire monitoring area of the sensor 

node coverage, but to maintain a certain percentage of the monitoring area. Therefore, the 

coverage rate in a certain sense is one of the standards to measure the quality of network 

services. 

In order to study the coverage problem of wireless sensor networks, an enhanced 

coverage control algorithm is proposed in this paper. This algorithm is studied from the 

following four aspects: 

(1) The relevant literature at home and abroad was studied, and the advantages and 

disadvantages of various coverage algorithms were pointed out. The central idea of the 

ECCA algorithm in this paper was expounded, and the network coverage system model 

was constructed. 

(2) Using the network coverage system model with random deployment of nodes of the 

normal distribution, to move the target node by the sensor nodes form the sector given the 

sensor node coverage and of the monitoring area in n sensor nodes coverage quality 

expectations of the solution process. 

(3) for the whole network system model to calculate, given a random variable x in the 

monitoring area (in square area as the object of study) for the first time in sensor nodes 

covering the period hope proved the value and variance of the process and completion of 

N times after covering the expectation value of the solving process, while the completion 

of the implementation of the whole monitoring area covering the minimum number of 

sensor nodes solving process. 

(4) through the simulation experiment, the ECCA algorithm in this paper is verified under 

different monitoring area, and the comparison between the number of sensor nodes and 

the coverage rate under different parameters. 

 

 

Figure 1. Schematic Diagram of k-degree Coverage 

2. Related Works 

In recent years, many scholars at home and abroad have carried out fruitful research on 

the coverage of wireless sensor networks, and have made some progress. A Control 

Algorithm (SCA) is proposed, which is based on the [5] (Scheduling). The algorithm by 
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solving the network connectivity and coverage of the relation function between the 

qualities, monitoring region is given in arbitrary target node by sensor node coverage 

probability, and through the adjustment of the SCA algorithm dynamically active node 

location distribution to achieve the energy balance of the whole network. A distributed 

deployment node coverage algorithm is proposed in the literature [6]. The algorithm is 

will monitor the area is divided into several different regions, the formation of the Voronoi 

diagram and for each sub region for geometric computation, sub region is given in the 

polygon edge of maximum and minimum and maximum and minimum angle dependency 

relations between, on each of the calculated results of iterative optimization, the final 

completion of each sub region coverage purposes. [7] is using the artificial bee colony 

algorithm and PSO algorithm to solve the network coverage, the idea is through two 

intelligent algorithms of local solution set of iterative refinement, and to limit the local 

optimal solution of "spillover"; in the global optimization, the fitness function of local 

optimal solution set is optimized, and ultimately to achieve the global optimal solution 

and complete coverage of the whole network system. Reference [8] gives a kind of 

coverage holes repair optimization strategy, the thought is in the premise of satisfying 

certain coverage and the cavitation of a reasonable increase in the sensor nodes and to 

optimize the increase of nodes, are the main methods of the geometric graphics theories 

and knowledge of empty hole area and sensor nodes are calculated and find best hole 

repair position, reduce the number of sensor nodes and the completion of the network 

connectivity. The [9] proposed covering algorithm the maximum life cycle of obstacles 

based on k degree. The algorithm provides coverage has theoretical significance on the 

upper and lower solution method; in sensor node energy conversion, the communication 

path between the sensor nodes are optimized by using a greedy algorithm, and ultimately 

achieve balance the network energy. The [10] puts forward a covering algorithm 

optimization model based on the probability of the event (Event-Probability -Driven, 

Mechanism, EPDM). The algorithm first established the network probability model, and 

in the monitoring area any sensor node coverage rate is used to solve the problem, and 

given in the active nodes of attention to the target node k covering proof; in the path 

selection is through the ant colony algorithm on the of optimization to find the optimal 

path to achieve purpose of saving the network energy. An Energy-Efficient [11] Algorithm 

is proposed based on linear programming and multiple target coverage algorithm (Target 

Coverage, ETCA). The algorithm by linear programming method of the target node 

classification, the clustering of multi class targets set effectively cover, by calculating the 

complete residual energy of sensor nodes to achieve a balanced, realize the effective 

coverage of the monitoring area. 

With the help of the literature [10-11] algorithm, this paper firstly establishes a model 

of the relationship between the sensor node and the multi target node. Based on this, a 

multi objective coverage preserving protocol (MTCPP) is proposed. The protocol using 

the subordinate relationship between the sensor node and the target node of coverage 

desired values were calculated, in order to ensure a reasonable coverage quality; then, by 

the sensor nodes scheduling mechanism completed the conversion of the energy of the 

whole network system, so as to achieve the equilibrium of the network energy. 

 

3. Network Model and Coverage Quality 

In order to better study the coverage of wireless sensor networks, and also to facilitate 

the study of NMCP algorithm, this paper makes the following assumptions: 

(1) All the sensor nodes have a certain perception, and the sensing range and 

communication range are disking shaped [12]. 

(2) The sensing radius of sensor nodes is far less than the length of the monitoring area. 

(3) The initial time, all the sensor node energy is equal, and with the clock 

synchronization. 
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(4) The location information of sensor nodes can be obtained by GPS. 

(5) The sensing radius of the sensor nodes obeys Normal distribution. 

3.1 basic definitions 

Definition 1: (target coverage) in the two-dimensional plane, any target node is covered 

by a sensor node at least, referred to as the target coverage. 

Definition 2: (k-degree coverage) in the monitoring area, any target node is covered by k 

sensor nodes, known as k degree coverage. 

Definition 3: (network lifetime) from the network initial operation time, until the 

monitoring area of any target node can not be covered by the sensor nodes, known as the 

network survival period. 

Definition 4: (coverage quality) in the two-dimensional plane, the ratio of the sensor node 

sensing area and the area of the monitoring area, called coverage quality. 

 

3.2. Coverage Quality 

Theorem 1: set arbitrary sensor node coverage rate of p, k degree coverage, set k =2, m 

and n is the number of sensor nodes move, the probability of its occurrence is p
2
q

n-2
, 

conditional probability is pq
n-m-1

, here q=1-p. 

Proof: set the number of X for the first round of mobile nodes, Y for the second round 

of the number of mobile nodes. According to the meaning of problems show that, in the 

first round of the m times the target node is covered by sensor nodes, for the second gear, 

in the N times target node has exactly twice by sensor nodes covered, n-2 not covered, so 

sensor nodes occurrence probability: 

  2 2, nP X m Y n p q                         (1) 

The first round and the second round of joint probability: 
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According to the multiplicative formula of probability: 

 
 

 
2 2

1

1

,

                        
n

n m

m

P X m Y n
P Y n X m

P X m

p q
pq

pq


 



 
  



 

                                             (4) 

Theorem 2: the coverage rate of any sensor node is p, and the coverage rate of any point 

in the two-dimensional plane is: P(nA)=1-(1-p)
n
 

Proof: using mathematical induction to prove. In the two-dimensional plane, between any 

sensor nodes are not independent of each other, according to the probability theory, when 

k=2: 

P(A+A)=p(A)+p(A)-p(A)p(A)=1-(1-p)
2               (5) 

When k =3, the joint coverage is: 

P(A+A+A)=p(A+A)+p(A)-p(A+A)p(A)                   (6) 

The formula (6) into the formula (5) can be obtained: 

P(A+A+A)=1-(1-p)
3
                

                                    
(7) 

When k=i is made by the formula (7): 

P(nA)=1-(1-p)
n                                                                

         (8) 
Inference 1: in the two-dimensional plane, the sensor node coverage rate is p, N is the 

maximum number of continuous coverage of the sensor nodes, until the moving target 
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node is covered, the expected value of the sensor node coverage: E(X)=[1-(1-p)
N
]p

-1
 

Proof: in the two-dimensional plane, the number of target nodes x, because n is the 

maximum number of continuous coverage of the sensor node, X range is X[1,2,3…N], 

when X=m and meet 1mN-1, namely: the first n-1 times moving target node and not be 

covered by the sensor nodes, according to the distribution density function probability 

theory X: 
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Namely: 
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We will s into the formula (10) to: 
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4 NMCP Protocol 
 

4.1. Energy Conversion 

For the sensor node, the energy consumption is mainly embodied in the two parts of the 

sensing module and communication module. When the collected data is L bits, the energy 

consumption of the sensing module ER and the communication module ET are respectively: 

 
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 

 

                                   (12) 

The model of energy consumption of the receiving module is: 

   R R elec elecE l E l lE                                            (13) 

Among them, l bit is the length of the fixed transmission data, d on behalf of sensor 

nodes communication between Euler distance, d0 is said sensor nodes between 

communication distance threshold or proportion outline amount, when the communication 

distance between sensor nodes is less than the d0, energy attenuation index 2. On the 

contrary, the exponential decay is 4. 

Definition 5: (optimal subset) design wireless sensor nodes in the sensor network into a 

set of G, in units of time, there is a sensor node ideas set G1G, the G1 all sensor nodes 

completely covered in the target set T, is called G1 is G an optimal subset. 

Definition 6: (energy properties) W={w1,w2,w3…wn} is the initial energy of sensor nodes 

W obey W～N(,2
) normal distribution, wi represents the initial energy of the sensor 

node si. 

Definition 7: (maximum distortion) under the premise of satisfying certain coverage, the 
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maximum distortion is: 

      
2

1 , ,     ,  iE s x y s x y D s x y A    
 

                     (14) 

S1(x,y) is the estimated value of the Euclidean distance between the sensor node and the 

target node, and S(x,y) is the mean value of the Euclidean distance between the sensor 

node and the target node. 

Theorem 3: the distance between the communication nodes is less than or equal to the 

difference between the variance and the distortion. 

Prove: It is proved that the measured value of T(x,y) is s(x,y), which is used in the data 

information, which contains the measurement data. When the multi objective node is 

measured, the measured value is subject to Normal distribution. The energy of a given 

energy sensor node is W={w1,w2,w3…wn}, the Euclidean distance between the 

communication nodes is: 

        
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Set h as a set of data acquisition information sensor nodes, H1 as its complement, using 

H closest to the destination node of a sensor node calculation and measurement value to 

estimate in H1 a signal data. Therefore, signal at the target node (x,y) estimation values S1 

(x0,y0), namely: 

s1(x0,y0)=s(x1,y2)                                       (16) 

According to the formula (14) and (15) available: 
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          (17) 

The formula (14) into the formula (17) can be obtained: 

      2

0 0, , , 2R d x y u v D                                          (18) 

 

4.2. NMCP Algorithm Idea 

According to the basic idea of [13], by means of the theory of cluster technology, the 

monitoring area is divided into several regions; each cluster head node is responsible for 

the management and control of the cluster member nodes. In the initial stage of network 

operation, the cluster members first send the message "k-Coverage" to the cluster head 

node [14-15]. For the cluster head node, first of all, to establish a list of KL and received 

over the message is stored in the list, of which the received message contains sensor node 

ID and node's sensing range, energy attenuation and so on a variety of attributes. After 

one or several cycles, the cluster head nodes to collect the cluster members information, 

list according to the size of the residual energy of the nodes are sorted, and in front of the 

linked list node gives a weight; then, on all data in the list of search, and comply with the 

marking on the coverage target node of the sensor nodes; finally, from the cluster head 

nodes to meet the conditions of the members to send " k -Notice" message, by conforming 

to the conditions of the sensor nodes to cover the corresponding target node. 

 

4.3. NMCP Algorithm Steps 

Step1: The perceived strength of the cluster members. 

Step2: cluster member nodes to send "k-Coverage" to the cluster head node. After one or a 

few units, the first node of the group received a message from the member within the 

cluster. 

Step3: cluster head node to establish a linked list, and the collection of information stored 

in the list, while the list in accordance with the sensor node energy size ranking, while the 

higher energy to the node to give a certain amount of weight. 



International Journal of Future Generation Communication and Networking 

Vol. 9, No.8, (2016) 

 

 

Copyright ⓒ 2016 SERSC  229 

Step4: to find the conditions of the sensor nodes, and to mark the conditions of the node. 

Step5: if the target node is in the k degree coverage, the cluster head will be through the 

search list to find the way to the sensor nodes with weak perception of the weak. 

Step6: list traversal is completed; the cluster head node will be the optimal subset of the 

completion of the target node coverage process. Otherwise, the algorithm returns the 

second step. 

 

4.3. NMCP Algorithm Description 

1 Input N, Rs, E, Ethr   

2 KL=Null    

3 si=0, sj=0, Tt=0, k=0 

4 While (i<=N) 

        E(X)={(si,D)|si, N(d,2
)/d

2
}  

5 While (Tt=t||Tt=nt)      

6 {      

7      if (Sm k-Coverage)   

               KL[k].date= k -Coverage 

8           k++ 

9                    } 

10 Sort_order (KL[k].data)   

11 While (k<i)    

12    { 

13        if (Er<Ethr) 

14           SiSm(k-Notice)  

15            k-Coverage(ti) Si 

16                              } 

17 j=k 

18 While (j<k) 

19   { 

20      if (KL[j].dataKL[k].data)   

21           { 

22                Close (KL[j].data) 

22                k++ 

23                       } 

23          else 

24             return () 

25                            } 

 

4.4. Complexity Analysis of NMCP Algorithm 

In the analysis of NMCP algorithm, n represents the number of sensor node, m equals 

to the number of edges connected between any two sensor nodes. Pmin and Pmax are the 

minimum and maximum coverage value of the monitoring area. Δp means the increment 

of coverage after each covered process. Set Pmin=c，Pmax=bn, c and b are constant 

coefficient. Assume: At the initial moment, the coverage percentage of sensor node is 

p(0)=b/n, at time t, the transition probability of a sensor node is greater than c/2bn which 

also means the minimum probability of sensor node’s coverage Pmin=c/2bn. Set R=(1-

e)p(t-1) at time t+1, the coverage of a sensor node is: 
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                                       (19) 
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 When
  1

b
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 , the time complexity of CASMOC algorithm is E(T) which 

is the following 
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5. System Evaluation 

In order to further verify the effectiveness and feasibility of the NMCP algorithm, this 

paper uses MATLAB7 as the simulation platform, the simulation experiment of the 

NMCP literature [10] and [11], the comparison of various properties are given under 

different evaluation systems. The simulation parameter list as shown in Figure 1. 

Table 1. List of Performance Parameters 

parameter value parameter value 

Monitoring area Ⅲ 400*400 Rc 20m 

Rs 10m ER-elec 50J/b 

Initial energy 10J ET-elec 50J/b 

time 600s fs 10(J/b)/m
2
 

emin 0.005J amp 100(J/b)/m
2
 

 

In this paper, the under the same network scale, NMCP algorithm and ETCA algorithm 

[6] and ECAPM algorithm [8] and EPDM algorithm [5] in the network life cycle, 

different target node size, changes in the number of sensor nodes to network operation 

time change and coverage of the simulation experiments, such as shown in Figure 2 to 

Figure 5. 

 

 

Figure 2. Comparison of Network Lifetime 

Figure 2 shows the NMCP algorithm and ETCA algorithm and ECAPM algorithm in 

the network survival cycle simulation diagram. From Figure 2 we can see that in the 

initial stage of network operation, three network algorithm that runs in time quite, but 
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random network time running, ETCA algorithm and ECAPM algorithm rise slowly, the 

reason is ETCA algorithm and ECAPM algorithm mainly reflected in in order to focus on 

the entire network into monitoring and complete the conversion between sensor nodes 

scheduling mechanism by linear programming method, energy consumption of the nodes 

is large. The NMCP the algorithm of this paper mainly through in the list to find the best 

node set to complete the coverage of the monitoring area, under the same number of 

sensor nodes, NMCP algorithm required network operation for a long time, compared to 

iterative 200 times and ETCA algorithm and the network lifetime longer on average of 

16.33% and 19.75%. 

 

 

Figure 3. Network Lifetime under different Target Nodes 

Figure 3 reflects the different target node number and network lifetime curve. In the 

initial stage of network operation, the number of sensor nodes is 348, the target number of 

nodes and the initial time of 10, with the increase of network operation time and the 

number of target node, three algorithms of network lifetime have are in a state of 

equilibrium, relative k=4, the NMCP algorithm, ETCA algorithm and ECAPM algorithm 

in the steady state is show small fluctuations. In the same number of reference target 

nodes, the average running time of network NMCP algorithm than ETCA algorithm 

7.12%, 9.06%. 

 

 

Figure 4. Comparison of the Running Time of the 4 Algorithms 

Figure two shows the running time comparison of the 4 algorithms. From Figure 4 can 

be seen at NMCP running time of the algorithm is less than EPDM algorithm and 

ECAPM algorithm. The main reason is NMCP algorithm uses sub cluster structure and 

list with cover conditions sensor nodes search speed is higher than that of EPDM 
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algorithm and ECAPM algorithm, reduces the coverage problem solving difficult, and 

EPDM algorithm although the use of clustering techniques, but during the process of 

covering the is centralized coverage, in energy conversion between nodes to traverse the 

sensor nodes in the collective after all of the nodes to determine the optimal cover set. 

 

 

Figure 5. Comparison of Coverage 

When the coverage rate is simulated, the 200*200m2 is used as the monitoring area, 

and the EPDM algorithm and ECAPM algorithm are compared with the experimental 

results. It can be seen from Figure 5, with the increase in the number of sensor nodes, 

three algorithms of the coverage rate also increased, when the coverage rate reached 

99.9%, can be considered complete full coverage of the target node. When the number of 

active nodes is 50, k=4, NMCP algorithm coverage is 71%, while the number of active 

nodes of the EPDM algorithm and the ECAPM algorithm are 64%, 65%, when the 

coverage rate is 99.9%, the number of active nodes of the NMCP algorithm is 296; When 

the number of active nodes in the ECAPM algorithm is 296, the coverage rate of the two 

algorithms are 91% and 88%, respectively. In this paper, the average ratio of NMCP 

algorithm ECAPM algorithm EPDM algorithm coverage rate increased by 10.31%, 

12.47%. 

 

6. Conclusion 

First of all, the paper analyzes the solving process of the wireless sensor network 

coverage in the presence of problems and shortcomings, on this basis, this paper presents 

a nonlinear multi-objective k coverage maintenance protocol; secondly, a network model 

was established based on the above analysis, and gives the between sensor nodes and 

target nodes from the property relations; then, the sensor nodes in the monitoring area 

coverage rate and the expected values were calculated and proved. Meanwhile, we also 

give the in the two-dimensional plane, any node is covered with multiple sensor nodes 

after coverage. In the aspect of node energy, the relationship between the communication 

distance and the maximum distortion is proved, and the realization process of the NMCP 

protocol is also given. Finally, the validity and feasibility of the NMCP protocol are 

verified by simulation experiments. The focus of the future work is mainly focused on 

how to achieve the effective coverage of the boundary of the monitoring area and the 

nonlinear coverage of the irregular monitoring area. 
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