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Abstract 

 3Computing requires distributed computing performed by social network platform 

has high scalability and security. Protocol models meeting the requirements of 

 3Computing not only ensure the correctness and robustness of distributed computing, 

but also reduce risks introduced by involvement of nodes with low reputation in 

computing. These models safeguard the data collections and computations performed on 

platform of teacher’s learning community for social researches. This paper constructs a 

protocol model entitled    which adapts platform of teacher’s learning community and 

meets the requirements of  3Computing. This protocol model is the key step of 

implementing distributed computations on learning community platform. 
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1. Introduction 

As investments in education and scientific research are continuously growing on a 

global scale, teaching and research conditions are greatly improved especially for college 

teachers in developing countries. Hence, college teachers in these countries can perform 

researches close to international academic level. They need to keep pace with 

international academic circle by improving their competences in researches and 

enhancing the connections with other researchers, especially members of their research 

teams. As a social interactive form across research fields which aims to improve 

competences of participants in research, learning community of college teachers provides 

a safe and convenient environment for research discussions across fields and countries, 

and a platform for performing social researches. Hence, sociability, scalability and 

security of procedure of data collection and processing on the platform should be 

guaranteed. These three features are defined as S3 problem in [1] and computation for 

solving S3 problem is termed as S3 computing. 

Sociability of S3 computing refers to fact that participants of computations involve 

users of social network. Scalability means the spacial, computational and information 

complexities won’t grow rapidly after user number exploded. Security consists of 

accuracy and privacy. Accuracy means computational robustness is maintainable when 

low reputation users participate in computation, and privacy refers to fact that inputs of 

standard reputation users are very hard to be obtained by analyzing computational results, 

and the final computational result is very hard to distorted by altering intermediate results. 

Protocol models proposed in [2-4] involve partial requirements of S3 computing, but 

scalabilities of these models are limited. [12] describes an improved security strategy but 

it requires distributed computation can only be performed by nodes trust each other. 

Scalability is also mentioned in [13], but error tolerances of its protocol model are limited. 
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Although the model proposed in [16] has a better scalability than the one in [13], it 

requires the agent nodes are assigned with unique identities which decrease privacy. 

The rest of this paper is organized as follows. Section 2 contains two sections. The 

qualified definitions of scalability, accuracy and privacy are made in subsection 2.1 and 

existence of protocol satisfying conditions of S3 computing is proved in subsection 2.2. 

Section 3 consists of four subsections. Subsection 3.1 introduces general scheme of 

protocol model   , subsections 3.2 to 3.3 describe the design details of three phrases of 

  . The conclusion is drawn in section 4. 

 

2. Protocol Model Satisfying 𝐒𝟑 Computing 

This section first introduces the definitions of scalability, accuracy and privacy in   3 

computing, and then gives the proof of existence of protocol model meeting requirements 

of  3 computing. 

 

2.1. Definitions Related to 𝐒𝟑 Computing 

Node 𝑃 represents the user authenticated by platform, i.e., the college teacher whose 

personal and college identities are authenticated. There is a one-one map between teachers 

and nodes. Nodes have two basic authorities: (1) communicating with arbitrary nodes and 

the communicational information cannot be maliciously peeked by other nodes. (2) 

marking an arbitrary node. Marking refers to the description attached to public profile of a 

node who committed malicious actions. The descriptions can only be made by nodes who 

communicated with the marked node. If description is proved to be true, then reputation 

of marked node will be decreased and description will be attached to its public profile for 

a period of time; if description is proved to be false, then reputation of node made the 

description will be decreased and this node will be marked by system. This strategy of 

mutual checking among nodes and restricted intervention made by system is proved to be 

effective in various social networks as on-line games in [5], recommendation systems in 

[6] and spam filtering in [7]. 

Distance d𝑚𝑠 in multiset is the number of elements only occurring in one multiset of 

two. For instance, multisets  1 = **𝑣1 𝑣1 𝑣3 ++ and  2 = **𝑣1 𝑣2 ++ can be built based 

on set *𝑣1 𝑣2 𝑣3 + and d𝑚𝑠( 1,  2 ) = 3. This is because 𝑣3 occurs in  1 1 time, 𝑣2 

occurs in  2 1 time, 𝑣1 occurs in  1 and  2 for 2 times and 1 time respectively, and 

the smaller number 1 is taken. If the occurrence times are represented by vectors, then 

𝑽1 = ,2 0 1-T , 𝑽2 = ,1 1 0-T  and d𝑚𝑠 = ‖𝑽1 − 𝑽2‖ = ‖,1 −1 1-T‖ = 1 +
|−1| + 1 = 3. 

  3 candidate is a quadruple (𝑓, 𝕍, 𝕌, 𝑑) in which 𝕍 is the set containing possible 

input values, 𝑓 maps the inputs of 𝑛 nodes to metric space (𝕌, 𝑑), i.e., 𝑓: 𝕍∗ → 𝕌 and 

𝑓(𝑣1, 𝑣2, … , 𝑣𝑛) =  𝑓(𝑣𝜎(1), 𝑣𝜎(2), … , 𝑣𝜎(𝑛)) holds for any permutation 𝜎 of v1 to vn. 

Similar with d𝑚𝑠, 𝑑 is employed to compute distance between two outputs of 𝑓 in 

space (𝕌, 𝑑), i.e., 𝑑(𝑓(𝑣1, 𝑣2, … , 𝑣𝑛), 𝑓𝑣1
′ , 𝑣2

′ , , … , 𝑣𝑛
′ )) ∈ 𝕌. 

𝑔-Scalability refers to the case in which the spacial, computational and information 

complexities of distributed computing performed based on protocol model are 

𝒪(𝑔(𝑛) 𝑝𝑜𝑙𝑦(lg (𝑛))) where 𝑔:ℕ → ℕ for each node. 

 𝑔-Accuracy refers to the case in which the maximal distance between output 𝑂𝑝 

involving all nodes with standard reputation and the actual result 𝑓(𝑣1, 𝑣2, … , 𝑣𝑛) in 

(𝕌, 𝑑) meets the following condition: 
1

∆(𝑛)

max

standard 𝑝 𝑑(𝑓(𝑣1, 𝑣2, … , 𝑣𝑛), 𝑂𝑝) =  𝒪(
1

𝑔(𝑛)
) 

Where 𝑣𝑖 represents the input of 𝑖th node and ∆(𝑛) is the maximal distance among 

all distances corresponding to computational results involving 𝑛 nodes in (𝕌, 𝑑), i.e., : 
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∆(𝑛) =(𝑥1…𝑥𝑛)
(𝑦1…𝑦𝑛)

    max  𝑑(𝑓(𝑥1, 𝑥2, … , 𝑥𝑛), 𝑓(𝑦1, 𝑦2, … , 𝑦𝑛)) 

Accuracy refers to the case in which when coalition ℬ of low reputation nodes infers 

the input of standard node 𝑃  through the output 𝑂1  generated by a distributed 

computing of input 𝐼 = (𝑣1, 𝑣2, … , 𝑣𝑛) where 𝑣1, 𝑣2, … , 𝑣𝑛 are not all the same, there is 

an output 𝑂2 corresponding to input 𝐼′ which satisfies conditions that 𝑂1 = 𝑂2 holds 

for ℬ and 𝐼 ≠ 𝐼′ holds for 𝑃. The probability to infer input of 𝑃 through 𝑂2 is 
1

𝑛𝛼
 

where 𝛼 > 1. 

When a protocol model is of 𝑔-Scalability, 𝑔-Accuracy and accuracy, it is said that the 

model satisfies  3 computing. 

 

2.2. Existence of Protocol Model Satisfying 𝐒𝟑 Computing 

For convenient reference, the proof of existence of protocol model satisfying  3 

computing is repeated here based on [1]. Assuming 𝐶 = (𝑓, 𝕍, 𝕌, 𝑑) is a  3 candidate 

and satisfies conditions that 𝕍 is finite, ∆(𝑛) = Ω(𝑛), and dms(f(x), f(y)) ≤ kd(x, y) 

where k  is a constant. If there is an algorithm 𝒜  which locally performs the 

computation required by 𝑓 according to the compact representation of multiset of inputs 

with complexity of 𝒪(𝑔(𝑛) 𝑝𝑜𝑙𝑦(lg (𝑛))) and there is a protocol model 𝒟 satisfying 

 3 computing, then a protocol model 𝒯 which performs the computation required by 𝑓 

exists. 

Protocol model 𝒯 can be constructed as follows. Converting the input 𝑣𝑝 of each 

node 𝑃 to compact representation of multiset **𝑣𝑝++. The compact representation 𝑚𝑠𝑝 

of multisets from all nodes is constructed based on model 𝒯. For each node, the output 

𝑂𝑝 is generated by locally running algorithm 𝒜 with input 𝑚𝑠𝑝, i.e., 𝑂𝑝 = 𝑓(𝑚𝑠𝑝). 

Because complexities of protocol model 𝒟  and algorithm 𝒜  both are 

𝒪(𝑔(𝑛) 𝑝𝑜𝑙𝑦(lg (𝑛))), 𝒯 also has this complexity which proves 𝒯 is of 𝑔-Scalability. 

When 𝒟 is assumed to be of 𝑕-Accuracy, 𝑕-Accuracy of 𝒯 is given by the following: 
1

∆(𝑛)

max

standard  𝑝 𝑑(𝑓(𝑣1, 𝑣2, … , 𝑣𝑛), 𝑂𝑝) =
1

∆(𝑛)

max

standard  𝑝 𝑑(𝑓(𝑣1, 𝑣2, … , 𝑣𝑛), 𝑓(𝑚𝑠𝑝)) 

≤ 𝑘
1

∆(𝑛)

max

standard  𝑝 𝑑𝑚𝑠(**𝑣1, 𝑣2, … , 𝑣𝑛++,𝑚𝑠𝑝) 

≤ 2𝑘
𝑛

∆(𝑛)

1

∆𝑚𝑠(𝑛)

max

standard  𝑝 𝑑(𝑓(𝑣1, 𝑣2, … , 𝑣𝑛), 𝑓(𝑚𝑠𝑝)) 

= 2𝑘
𝑛

∆(𝑛)
𝒪(

1

𝑕(𝑛)
) 

Namely, 
1

∆(𝑛)

max

standard  𝑝 𝑑(𝑓(𝑣1, 𝑣2, … , 𝑣𝑛), 𝑂𝑝) =  𝒪(1) 𝒪(
1

𝑕(𝑛)
) 

Privacy of 𝒯 is guaranteed by 𝒟. Therefore, protocol model satisfying  3 computing 

exists. The following section constructs protocol model    which adapts learning 

community of college teachers and satisfies  3 computing. 

 

3. Protocol Model 𝓛𝓒 

This section describes the construction of protocol model    in details. The general 

scheme is sketched in subsection 3.1. Subsections 3.2 to 3.3 respectively describes the 

three phases of performing distributed computing based on 𝓛𝓒. 

 

3.1. General Scheme of 𝓛𝓒 

As depicted in Fig. 1, 𝓛𝓒 consists of three phases, namely, Phase 1: construct groups 
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and proxies; Phase 2: generate local aggregation and Phase 3: process aggregation with 

token. 

Phase 1: Construct Groups and Proxies

    Phase 2: Generate Local Aggregation

   Phase 3: Process Aggregation with Token

Protocol Model LC

 

Figure 1. Three Phases of 𝓛𝓒 

3.2. Phase 1 of 𝓛𝓒: Construct Groups and Proxies 

According to [10-11], nodes of low reputation will be randomly distributed among all 

groups if all 𝑛 nodes are randomly distributed among groups of size √𝑛. For   , the 

distribution of nodes is based on learning communities. If the distributed computing does 

not involve data restricted in some learning communities, then all nodes are distributed as 

mentioned above; if it does, then the distribution has to be made based on communities. 

For instance, if there are 𝑛𝑖  nodes in the 𝑖 th community, then 𝑛𝑖  nodes will be 

distributed to group of size √𝑛𝑖  which only contains nodes from 𝑖 th community. 

Because Phase 3 of    requires an unique group to initiate, this group is constructed 

based on the reputation levels of nodes, i.e., before the distribution starts, choose √𝑛 

nodes in the decreasing order of reputation, then the rest 𝑛 − √𝑛 nodes are distributed as 

mentioned above. This unique group is called group of reputation. The whole procedure is 

shown in Fig. 2. 

Groups generated by distribution form a closed and ordered ring. For an arbitrary node 

𝑃 in any group, 𝑃 can send messages to all nodes in group containing 𝑃 or   nodes in 

each of next 𝒦 groups counting from group of 𝑃 in the ring. All 𝒦 ∙   nodes out of 

group of 𝑃 to which 𝑃 can send messages are called proxies of 𝑃. The priory factors of 

proxy selection with respect to 𝑃 are communication frequencies and reputations. For 

any node of standard reputation in the next 𝒦 groups, if its communication frequencies 

involving 𝑃 is ℱ and its reputation is ℛ, then the value ℛαln (ℱ) where ℱ,ℛ, α > 1 

determines whether it will be chosen as a proxy of 𝑃. Nodes in a specific group among 

𝒦 groups are ordered in values of ℛαln (ℱ), and the first   nodes are chosen as proxies 

of 𝑃 in this group. Since ℱ may have a very large value, ln (ℱ) reduces its impact. To 

raise the impact of ℛ, it has a term ℛα. 
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Phase 1: Construct Groups and Proxies

                                Phase 2: Generate Local Aggregation

   Phase 3: Process Aggregation with Token

Choose      nodes in decreasing order of reputation 

among n nodes to form group of reputation
n

[Computing does not involve 
data in learning communities]

[otherwise]

The rest              nodes 

are randomly distributed 

to       groups

nn 

n

      nodes in commnity 1 
are  randomly 

distributed to       groups

1n

1n

      nodes in commnity 
M are  randomly 

distributed to       groups

Mn

Mn

...

All M + 1 groups form a closed and ordered ring

For each P, according to values of               , select KL proxies 
from next K  groups with respect to the group where P is

FR ln2

 

Figure 2. Phase 1: Construct Groups and Proxies 

3.3. Phase 2 of 𝓛𝓒: Generate Local Aggregation 

When phase 1 ends, for each node 𝑃 in each group, 
𝒦∙ −1

2
 inputs and 

𝒦∙ −1

2
 inverse 

inputs are generated. All 𝒦 ∙  − 1  generated inputs and one true input of 𝑃  are 

randomly sent to 𝒦 ∙   proxies. [17] describes a similar strategy. The probability of 

receiving the true input is 
1

𝒦∙ 
. When a message is received, proxy first checks whether 

the received message is valid, i.e., whether 𝑣𝑖 ∈ 𝑉 holds. If it holds, then aggregate the 

input, otherwise alarm is triggered. Aggregation is defined to be operator ⨁ in space 

(𝕌,⨁) which satisfies the following condition. 

𝑑(𝑣1 ⨁ 𝑣2,  𝑣′1 ⨁ 𝑣′2) ≤ 𝑑(𝑣1,  𝑣
′
1) + 𝑑(𝑣2,  𝑣′2) 

After aggregation, the proxy perform the following computation to check whether the 

aggregation is valid. 

𝑑(𝑣1 ⨁ . . .⨁ 𝑣𝑘 ,  𝑣‘1 ⨁ . . .⨁ 𝑣’𝑘) ≤ 𝑑(𝑣1,  𝑣
′
1) + ⋯+ 𝑑(𝑣𝑘 ,  𝑣′𝑘) ≤ 𝑘 ∙ 𝛿𝑉 

Where 𝛿𝑉  represents the maximal distance in 𝕍 and 𝑘 ∈ ℕ. The above formula 

estimates whether the aggregation belong to space (𝕌, 𝑑), i.e., whether 𝑣1 ⨁ . . .⨁ 𝑣𝑘 ∈
𝕍. The property of operator ⨁ implies 𝕍 ⊆ 𝕌 holds. If the above formula holds for 

aggregation, then aggregation will be copied and sent to every node in the group; 

otherwise, alarm is triggered. If the generated input and corresponding reverse input are 

sent to the same node, then the aggregation of two inputs is null. When the dispatching 

ends, each node aggregates all received aggregation to generate local aggregation. Fig. 3 

describes the whole procedure of Phase 2. Unlike Phase 3 initiated by group of reputation, 

all nodes in the ring participate in Phase 2. 
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......

...

Phase 1: Construct Groups and Proxies

   Phase 3: Process Aggregation with Token

    Phase 2: Generate Local Aggregation

...

For each node P in group, 
generate (KL-1)/2 inputs 

and (KL-1)/2 inverse 
inputs based on V

Group of Reputation Group 1 Group K Group M

... ...

Random send KL-1 
generated inputs and 1 

real input to L proxies of 
P in each next K groups 

Attach token to local aggregation
...

...

Aggregate 
inputs

[vi∈V holds] [otherwise]

Trigger 
alarm

[                                        holds]Vvv k ...1

[otherwise]

Estimate Validity of Inputs

Generate 
and Send 

inputs

Generate and Send inputs

Estimate 
Validity of 

Inputs

Dispatch aggregated inputs 
to all other nodes in group

Each node aggregate all 
received inputs to generate 

local aggregation

Generate Local Aggregation

Generate 
Local 

Aggregation

...
Generate 
and Send 

inputs

Estimate 
Validity of 

Inputs

Generate 
Local 

Aggregation

...

Generate 
and Send 

inputs

Generate 
Local 

Aggregation

Estimate 
Validity of 

Inputs

Figure 3. Phase 2: Generate Local Aggregation 

3.4. Phase 3 of 𝓛𝓒: Process Aggregation with Token 

The group of reputation generated in Phase 1 starts Phase 3. When Phase 2 terminates, 

real inputs of all nods are preserved in local aggregations. Phase 3 ensures each node 

finally obtains all 𝑛 real inputs by processing aggregations attached by tokens and the 

computation of 𝑓 involving all real inputs is locally performed for each node. 

Because there are no nodes of low reputation in group of reputation, the local 

aggregations of nodes in the group all are same. Each node then attaches its local 

aggregation by a unique token. Then aggregation of token is dispatched to corresponding 

𝒦 ∙   proxies. For each proxy received aggregation of token, if the token is received for 

the first time, then the proxy aggregate local aggregation with received aggregation and 

send the resulting aggregation to its   proxies in neighboring group; if the token is found 
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to have been received, then the proxy checks whether the token is exactly same as before, 

if same, then broadcasts received aggregation to any other nodes in its group; if not, alarm 

will be triggered. This procedure is called “Process Aggregation with Token” in Fig. 4. 

The procedure repeats until each node has obtained inputs of all other 𝑛 − 1 nodes. 

During all three phases mentioned above, once alarm is triggered, it means some 

aggregation is maliciously changed by nodes of low reputation and the correctness of final 

computational result is not guaranteed. Therefore, the whole computation aborts if any 

alarm is raised. System will find all low reputation nodes involved in the 

maliciously-changed aggregation and mark all found nodes. 

According to [1], protocol model    is of √ -Scalability, √ -Accuracy and accuracy 

which means    satisfies  3 computing. 

 

...

......

...

Phase 1: Construct Groups and Proxies

                                                       Phase 2: Generate Local Aggregation

   Phase 3: Process Aggregation with Token

Dispatch local 
aggregation 
attached by 

token to next 
K groups

Group of Reputation Group 1 Group K Group M...

Node P received 
aggregation with token

[otherwise][first received]

Aggregate local 
aggregation 

with received 
aggregation

Broadcast 
received 

aggregation

...

Process Aggregation with Token

Process 

Aggregation 

with Token

Process 

Aggregation 

with Token

Process 

Aggregation 

with Token

Process 

Aggregation 

with Token

Process 

Aggregation 

with Token

Process 

Aggregation 

with Token

Process 

Aggregation 

with Token

...

Send 
aggregation 

with token to L 
proxies in 

neighboring 
group

[token is same
 as before]

Trigger 
alarm

[otherwise]

 

Figure 4. Phase 3: Process Aggregation with Token 
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4. Conclusion 

This paper constructs protocol model    which adapts learning community platform 

of college teachers and satisfies  3 computing. Through the proposed protocol model, 

correctness and robustness of distributed computation are guaranteed which makes the 

social researches performed on learning community platform possible. 
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