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Abstract 

Development of an efficient routing protocol is one of the major key challenges in the 

design of Mobile ad hoc networks (MANETs). DSR reactive routing protocol is the most 

preferred routing protocol in MANETs due its capability to store already discovered 

routes in the nodeôs cache. In DSR routing protocol, in order to find a route to the 

destination, the source node broadcasts RREQ (Route Request) packets to its all 

neighbouring nodes and this broadcasting of RREQ packets results in more overhead. In 

this paper, we propose a multicasting technique to enhance the performance of DSR 

routing protocol and to reduce the broadcasting overhead. The performance analysis of 

DSR and enhanced DSR (EDSR) is carried out by varying number of nodes under 

different traffic conditions with different packet sizes and different network sizes. Also the 

performance analysis of DSR and enhanced DSR is carried out under different 

propagation models.  The performance metrics used for the performance analysis of DSR 

and Enhanced DSR are Packet Delivery Ratio (PDR), Average End-to-End Delay, 

Throughput, Normalized Routing Load (NRL) and Energy Consumption. 

 

Keywords: MANETs, DSR, EDSR, TCP, CBR, FTP, UDP, Two ray ground, 

Shadowing, PDR, Delay, Throughput, NRL, Energy Consumption 

 

1. Introduction  

A mobile ad hoc network (MANETs) is a collection of nodes that can communicate 

with each other directly or through intermediate nodes without any predefined 

infrastructure. The nodes in this network are mobile and self- configuring. The topology 

of MANET keeps on changing due to mobility of nodes. MANETs use multihop routing 

rather than single-hop routing to deliver packets to the destination [1].In MANETs, all the 

nodes may not be within the transmission range of other nodes, so, nodes are required to 

forward network traffic on behalf of other nodes. The process of forwarding network 

traffic from source to destination is known as routing. Consider the Figure 1; if node S 

sends data to node D, which is three hops away, the data traffic will reach its destination 

only if nodes A and B forward it.  
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Figure 1. Multihop Routing  

One of the key challenges in the design of ad hoc network is the development of an 

efficient routing protocol that can provide high quality communication among mobile 

nodes [2]. Routing in MANETs is done by routing protocols. MANETs routing protocols 

are broadly classified into two categories: Proactive routing protocols and Reactive 

routing protocols. In Proactive routing protocols, each node in the network maintains a 

routing table and the information in the routing tables are updated periodically [3]. This 

routing information is used by every node to store the location information of other nodes 

in the network and this information is used to move data among different nodes in the 

network. When a source node has to send a packet to the destination node, the route to 

that destination is available immediately. This proactive routing protocol is also called 

table driven routing protocol. In Reactive routing protocols, nodes maintain their routing 

tables on an on-demand basis [3].If a source node has to send a packet to destination 

node, firstly the route to the destination node is determined and then a connection is 

established between these nodes. 

This paper has been structured as follows. Section 2 gives an overview of DSR routing 

protocol and its broadcasting routing technique of forwarding the RREQ packets. Section 

3 describes an enhanced DSR routing protocol and how multicasting technique can be 

achieved. Section 4 presents simulation methodology and describes the various 

performance metrics that are used to evaluate the performance of DSR and enhanced DSR 

routing protocol. Section 5 presents the analysis of simulation results and finally, in 

Section 6 we present our conclusion. 

 

2. Dynamic Source Routing Protocol (DSR) 

DSR is an on-demand protocol that uses source routing method [4].In this protocol, the 

nodes maintains route cache and the route cache is updated when a new node is known. 

Routing in DSR is done in two phases: Route discovery and Route maintenance .When a 

source node has to send a data packet to the destination node, it first checks route to the 

destination in the route cache. If the route to the destination is present in the route cache 

then the source node sends the data packet to the destination and if it is not present in the 

route cache it broadcasts RREQ packet. When a link breakage in an active route is 

detected, a RRER (Route Error) message is used to notify other nodes about the loss of 

the link. The source removes any route using this link from its cache. 
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a) Route Discovery 
 

 

b) Route reply with the route record 

Figure  2.  DSR Routing Operations  

 

Flow Chart of Dynamic Source Routing Protocol (DSR) [5]  
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Route Discovery Mechanism in DSR  

 

Route Reply Mechanism in DSR 

3. Enhanced DSR (EDSR) 

In EDSR, a multicasting technique of RREQ packets has been proposed. In EDSR, 

when a node receives a RREQ packet, it finds all of its neighboring nodes from its 

neighbor table in the route cache. It selects those nodes from the neighbor table whose id 

is not present in the RREQ packet and then it forwards RREQ packet to those selected 

nodes. 
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Route Discovery mechanism in EDSR  

4. Simulation Methodology and Performance Metrics 
 

4.1. Simulation Setup  

The Simulation was performed using the Network Simulator 2 (NS-2) [6]. The 

Simulation Parameters used for the performance analysis of DSR and Enhanced DSR 

routing protocols are presented in Table 1. 

Table 1. Simulation Parameters and Values  

Simulation Parameters Value 

Simulator NS-2 

Simulation Area 1000m*1000m,1500m*1500m 

Routing Protocols DSR, Enhanced DSR 

MAC Protocol IEEE 802.11 

Mobile Nodes 25,50,75,100,125 

Packet Size 512 bytes and 1000 bytes 

Antenna Type Omni Antenna 

Propagation Models Two Ray Ground, Shadowing 

Traffic Type TCP,CBR,FTP,UDP 

 

4.2. Traffic Conditions  

The traffic conditions used for the performance analysis of DSR and EDSR are as 

follows: 

 

4.2.1. Transmission Control Protocol (TCP): TCP is a connection oriented and reliable 

transport protocol. TCP is used in both fixed and mobile wireless networks.TCP uses 
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acknowledgement to ensure reliable data transfer between source and destination. If a 

source fails to receive acknowledgement from the destination within a specific period of 

time, then the packet is assumed to be lost and TCP is required to retransmit that packet 

again [7]. 

 

4.2.2. Constant Bit Rate (CBR): CBR is non-connection oriented traffic model that 

sends traffic at a constant bit rate. CBR is tailored for any type of data for which end 

systems require predictable response time and a static amount of bandwidth to be 

continuously available for the lifetime of the connection [8]. 

 

4.2.3. File Transfer Protocol (FTP) [9]: FTP provides the facility to transport the files. 

The performance of FTP protocol may get affected by the size of file as it is related to 

occupied network and server resource. The FTP protocol can be realized and deployed 

easily. 

 

4.2.4. User Datagram Protocol (UDP): UDP protocol is used for the real-time delivery 

of data packets both in wired and wireless networks [10]. 

 

4.3. Propagation Models 

When a packet is received, the propagation model determines the attenuation between 

the transmitter and receiver and predicts the received signal strength. The propagation 

models used to compute the signal power received by the receiver are as follows: 

 

4.3.1. Two Ray Ground Model: Two Ray Ground Model has both the line of sight 

(LOS) and the ground reflection path [11]. 

 

4.3.2. Shadowing Model: Shadowing Model considers the obstructions between a 

transmitter and a receiver. In the real environment, the obstruction is due to the tall 

buildings or striking of the signal with any obstacles during the propagation [11]. 

 

4.4. Performance Metrics 

The Performance metrics used for performance analysis of the DSR and enhanced DSR 

routing protocol are as follows: 

 

4.4.1. Packet Delivery Ratio (PDR) [12]:  Packet Delivery Ratio is defined as the ratio of 

the number of data packets received by the destination to the number of data packets sent 

by the source. The greater the PDR is, better is the performance of routing protocol. 

Packet Delivery Ratio is computed as follows: 

 

4.4.2. Average End-to-End Delay [13]: Average End-to-End Delay is defined as the 

average time taken by data packets to traverse the network and reach the destination. It 

includes all the possible delays like processing delay, queuing delay, transmission delay 

and propagation delay. Average End-to-End delay is computed as follows: 

 

4.4.3. Throughput:  Throughput is defined as the number of packets that are successfully 

transmitted to their destination per unit time. It is measured in bits per second (bps). 

Higher throughput is better. 
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4.4.4. Normalized Routing Load (NRL): NRL is defined as the ratio of the total number 

of routing packets sent over the network to the total number of data packets received by 

the destination. NRL is computed as follows [14]: 

 

4.4.5. Energy Consumption: Energy Consumption of a node in MANETs is due to the 

transmission and the reception of data or control packet [15]. 

 

5. Analysis of Simulation Results 
 

5.1. Performance Analysis of DSR And EDSR by Varying Number Of Nodes Under 

TCP And CBR Traffic Condition With 512 Bytes And 1000 Bytes Packet Size
 

 

(a)Packet Delivery Ratio (512 bytes) 

 

(b)Packet Delivery Ratio (1000 bytes) 

 

(c) Average End-to-end Delay (512 bytes) 
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(d) Average End-to-End Delay (1000 bytes) 

 

(e) Throughput (512 bytes) 

 

(f) Throughput (1000 bytes) 

 

(g) Normalized Routing Load (512 bytes) 
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(h) Normalized Routing Load (1000 bytes) 

 

(i) Energy Consumption (512 bytes) 

 

(j) Energy Consumption (1000 bytes) 

Figure  3. Performance A nalysis under  TCP and CBR Traffic C ondition by 
varying Number of Nodes and D ifferent  Packet Sizes (a) Variation of Packet 
Delivery Ratio (512 bytes) (b) Variation of Packet Delivery Ratio (1000 bytes) 

(c) Variation of Average End -to-End Delay (512 bytes) (d) Variation  of 
Average End -to-End Delay (1000 bytes) (e) Variation of Throughput (512 

bytes) (f) Variation of Throughput (1000 bytes) (g) Variation of Normalized 
Routing Load (512 bytes) (h) Variation of Normalized Routing Load (1000 

bytes) (i) Variation of Energy Co nsumption (512 bytes) (j) Variation of 
Energy Consumption (1000 bytes)  
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5.1.1. Performance Analysis by varying Number of Nodes  

The performance analysis is done by varying number of nodes i.e.  25, 50, 75, 100 and 

125.The performance analysis of DSR and EDSR routing protocols is carried out under 

different traffic conditions with different packet sizes. Figure 3 shows the performance 

analysis of DSR and EDSR routing protocols under TCP and CBR traffic condition by 

varying number of nodes with different packet size. In Figure 3 (a) the variation of Packet 

Delivery Ratio is shown with 512 bytes packet size. The Packet Delivery Ratio in EDSR 

is more than the DSR routing protocol. In Figure3 (b) the variation of Packet Delivery 

Ratio is shown with 1000 bytes packet size. The Packet Delivery Ratio in EDSR is better 

than in DSR. In Figure3 (c) the variation of Average End-to-End Delay is shown with 512 

bytes packet size. The Average End-to-End Delay in EDSR is less than in DSR routing 

protocol and decreases as the number of nodes increases in EDSR routing protocol. In 

Figure3 (d) the variation of Average End-to-End Delay is shown with 1000 bytes packet 

size. Again the Average End-to-End Delay in EDSR is less than in DSR routing protocol. 

Figure3 (e) shows the variation of throughput with 512 bytes packet size. The throughput 

in EDSR is more than in DSR routing protocol and increases as the number of nodes 

increases in EDSR. Figure3 (f) shows the variation of throughput with 1000 bytes packet 

size. Throughput is better in EDSR than DSR routing protocol. Figure3 (g) shows the 

variation of Normalized Routing Load with 512 bytes packet size. Normalized Routing 

Load is less in EDSR than in DSR routing protocol. Figure3 (h) shows the variation of 

Normalized Routing Load with 1000 bytes packet size. Normalized Routing Load is less 

in EDSR than in DSR routing protocol and decreases as number of nodes increases in 

EDSR routing protocol. Figure3 (i) shows the variation of Energy Consumption with 512 

bytes packet size. Energy Consumption is less in EDSR than in DSR routing protocol. 

Figure3 (j) shows the variation of Energy Consumption with 1000 bytes packet size. 

Energy Consumption is less in EDSR than in DSR routing protocol and decreases as 

number of nodes increases in EDSR routing protocol. 

 

5.2. Performance Analysis of DSR and EDSR by Varying Number of Nodes Under 

TCP and FTP Traffic Condition with 512 Bytes and 1000 Bytes Packet Size  
 

 

(a)Packet Delivery Ratio (512 bytes) 
 

 

(b)Packet Delivery Ratio (1000 bytes) 
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(c) Average End-to-end Delay (512 bytes) 
 

 

(d) Average End-to-End Delay 1000 bytes)  
 

 

(e) Throughput (512 bytes) 
 

 

(f) Throughput (1000 bytes)  
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(g) Normalized Routing Load (512 bytes) 
 

 

(h) Normalized Routing Load (1000 bytes) 
 

 

(i) Energy Consumption (512 bytes) 
 

 

(j) Energy Consumption (1000 bytes) 

Figure  4. Performance A nalysis under TCP and FTP Traffic C ondition by 
varying Number of Nodes and Packet Size (a) Variation of Packet Delivery 

Ratio (512 bytes) (b) Variation of Packet Delivery Ratio (1000 byte s) (c) 
Variation of Average End -to-End Delay (512 bytes) (d) Variation of Average 
End-to-End Delay (1000 bytes) (e) Variation of Throughput (512 bytes) (f) 
Variation of Throughput (1000 bytes) (g) Variation of Normalized Routing 
Load (512 bytes) (h) Variat ion of Normalized Routing Load (1000 bytes) (i) 

Variation of Energy Consumption (512 bytes) (j) Variation of Energy 
Consumption (1000 bytes)  
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5.2.1. Performance Analysis by Varying Number of Nodes 

Figure 4 shows the performance analysis of DSR and EDSR routing protocols under 

TCP and FTP traffic condition by varying number of nodes with different packet size. In 

Figure 4 (a) the variation of Packet Delivery Ratio is shown with packet size 512 bytes. 

The Packet Delivery Ratio in EDSR is more than the DSR routing protocol. In Figure4 (b) 

the variation of Packet Delivery Ratio is shown with packet size 1000 bytes. Again the 

Packet Delivery Ratio in EDSR is better than in DSR. In Figure 4 (c) the variation of 

Average End-to-End Delay is shown with packet size 512 bytes. When the numbers of 

nodes are 125 the Average End-to-End Delay in EDSR is very less than in DSR routing 

protocol. In Figure 4 (d) the variation of Average End-to-End Delay is shown with packet 

size 1000 bytes. Again the Average End-to-End Delay in EDSR is less than in DSR 

routing protocol. Figure 4 (e) shows the variation of throughput with 512 bytes packet 

size. The throughput in EDSR is more than in DSR routing protocol at higher number of 

nodes. Figure 4 (f) shows the variation of throughput with 1000 bytes packet size. The 

variation of throughput with 1000 bytes packet size is similar to 512 bytes packet size. 

Figure 4 (g) shows the variation of Normalized Routing Load with 512 bytes packet size. 

Normalized Routing Load is less in EDSR than in DSR routing protocol. Figure 4 (h) 

shows the variation of Normalized Routing Load with 1000 bytes packet size and the 

variation of Normalized Routing Load with respect to number of nodes with 1000 bytes 

packet size is similar to 512 bytes packet size. Figure 4 (i) shows the variation of Energy 

Consumption with 512 bytes packet size. Energy Consumption is less in EDSR than in 

DSR routing protocol. Figure 4 (j) shows the variation of Energy Consumption with 1000 

bytes packet size. Energy Consumption is less in EDSR than in DSR routing protocol and 

decreases as number of nodes increases in EDSR routing protocol. 

 

5.3. Performance Analysis of DSR and EDSR by Varying Number of Nodes under 

UDP and CBR Traffic Condition with 512 Bytes and 1000 Bytes Packet Size 

 

 

(a) Packet Delivery Ratio (512 bytes) 

 

(b) Packet Delivery Ratio (1000 bytes) 
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(c) Average End-to-end Delay (512 bytes) 
 

 

(d) Average End-to-End Delay 1000 bytes) 
 

 

(e) Throughput (512 bytes) 
 

 

(f) Throughput (1000 bytes) 
 

 

(g) Normalized Routing Load (512 bytes) 
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(h) Normalized Routing Load (1000 bytes) 
 

 

(i) Energy Consumption (512 bytes) 

 

(j) Energy Consumption (1000 bytes) 

Figure  5. Performance A nalysis under UDP and CBR Traffic C ondition by 
varying Number of Nodes and D ifferent Packet Sizes (a) Variati on of Packet 
Delivery Ratio (512 bytes) (b) Variation of Packet Delivery Ratio (1000 bytes) 

(c) Variation of Average End -to-End Delay (512 bytes) (d) Variation of 
Average End -to-End Delay (1000 bytes) (e) Variation of Throughput (512 

bytes) (f) Variation o f Throughput (1000 bytes) (g) Variation of Normalized 
Routing Load (512 bytes) (h) Variation of Normalized Routing Load (1000 

bytes) (i) Variation of Energy Consumption (512 bytes) (j) Variation of 
Energy Consumption (1000 bytes)  

5.3.1. Performance Analysis by Varying Number of Nodes  

Figure5 shows the performance analysis of DSR and EDSR routing protocols under 

UDP and CBR traffic condition by varying number of nodes with different packet size. In 

Figure 5 (a) the variation of Packet Delivery Ratio is shown with packet size 512 bytes. 

The Packet Delivery Ratio in EDSR is much better than in DSR routing protocol. In 

Figure5 (b) the variation of Packet Delivery Ratio is shown with packet size 1000 bytes. 

Again the Packet Delivery Ratio in EDSR is better than in DSR. In Figure5 (c) the 

variation of Average End-to-End Delay is shown with packet size 512 bytes. The Average 

End-to-End Delay in EDSR is very less than in DSR routing protocol and decreases as the 

number of nodes increases in EDSR routing protocol. In Figure5 (d) the variation of 

Average End-to-End Delay is shown with packet size 1000 bytes. Again the Average 
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End-to-End Delay in EDSR is less than in DSR routing protocol. Figure5 (e) shows the 

variation of throughput with 512 bytes packet size. The throughput in EDSR is more than 

in DSR routing protocol and increases with the increase in number of nodes. Figure5 (f) 

shows the variation of throughput with 1000 bytes packet size. The variation of 

throughput with 1000 bytes packet size is similar to 512 bytes packet size. Figure5 (g) 

shows the variation of Normalized Routing Load with 512 bytes packet size. Normalized 

Routing Load is less in EDSR than in DSR routing protocol and decreases with the 

increase in number of nodes in EDSR routing protocol. Figure5 (h) shows the variation of 

Normalized Routing Load with 1000 bytes packet size. Normalized Routing Load in 

EDSR is less than in DSR routing protocol. Figure5 (i) shows the variation of Energy 

Consumption with 512 bytes packet size. Energy Consumption is less in EDSR than in 

DSR routing protocol. Figure5 (j) shows the variation of Energy Consumption with 1000 

bytes packet size. Energy Consumption is less in EDSR than in DSR routing protocol. 

 

5.4. Performance Analysis of DSR and EDSR by Varying Number of Nodes Under 

TCP and CBR Traffic Condition with Two Ray Ground and Shadowing 

Propagation Models  

 

 

(a) Packet Delivery Ratio (Two ray ground) 
 

 

(b) Packet Delivery Ratio (shadowing) 
 

 

(c) Average End-to-end Delay (Two ray ground) 
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(d) Average End-to-End Delay (Shadowing) 
 

 

(e) Throughput (Two ray ground) 
 

 

(f) Throughput (Shadowing) 
 

 

(g) Normalized Routing Load (Two ray ground) 
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(h) Normalized Routing Load (Shadowing) 

 

(i) Energy Consumption (Two ray ground) 
 

 

(j) Energy Consumption (Shadowing) 

Figure  6. Performance A nalysis under TCP and CBR Traffic C ondition by 
varying Number of Nodes and D ifferent Propagation M odels (a) Variation of 
Packet Delivery Ratio (Two ray ground Propagation Model) (b) Variation of 

Packet Delivery Ratio (Shadowing Propagation Mo del) (c) Variation of 
Average End -to-End Delay (Two ray ground Propagation Model) (d) 

Variation of Average End -to-End Delay (Shadowing Propagation Model) (e) 
Variation of Throughput (Two ray ground Propagation Model) (f) Variation of 

Throughput (Shadowing Propagation Model) (g) Variation of Normalized 
Routing Load (Two ray ground Propagation Model) (h) Variation of 

Normalized Routing Load (Shadowing Propagation Model) (i) Variation of 
Energy Consumption (Two ray ground Propagation Model) (j) Variation of 

Energy Consumption (Shadowing Propagation Model)  
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5.4.1. Performance Analysis under Different Propagation Models 

Figure 6 shows the performance analysis of DSR and EDSR routing protocols under 

TCP and CBR traffic condition by varying number of nodes with different propagation 

models. In Figure 6 (a) the variation of Packet Delivery Ratio is shown with Two Ray 

Ground propagation model. The Packet Delivery Ratio in EDSR is much better than in 

DSR routing protocol. In Figure6 (b) the variation of Packet Delivery Ratio is shown with 

Shadowing propagation model. Again the Packet Delivery Ratio in EDSR is better than in 

DSR. In Figure6 (c) the variation of Average End-to-End Delay is shown with Two Ray 

Ground propagation model. The Average End-to-End Delay in EDSR is very less than in 

DSR routing protocol and decreases as the number of nodes increases in EDSR routing 

protocol. In Figure6 (d) the variation of Average End-to-End Delay is shown with 

Shadowing propagation model. Again the Average End-to-End Delay in EDSR is less 

than in DSR routing protocol and decreases as the number of nodes increases in EDSR 

routing protocol. Figure6 (e) shows the variation of throughput with Two Ray Ground 

propagation model. The throughput in EDSR is more than in DSR routing protocol and 

increases with the increase in number of nodes. Figure6 (f) shows the variation of 

throughput with Shadowing propagation model. The throughput in EDSR routing 

protocol is better than in DSR routing protocol. Figure6 (g) shows the variation of 

Normalized Routing Load with Two Ray Ground propagation model. Normalized 

Routing Load is less in EDSR than in DSR routing protocol. Figure6 (h) shows the 

variation of Normalized Routing Load with Shadowing propagation model .Normalized 

Routing Load in EDSR is less with respect to DSR routing protocol. Figure6 (i) shows the 

variation of Energy Consumption with Two Ray Ground propagation model. Energy 

Consumption is less in EDSR than in DSR routing protocol. Figure6 (j) shows the 

variation of Energy Consumption with Shadowing propagation model. Energy 

Consumption is less in EDSR than in DSR routing protocol and decreases as number of 

nodes increases. 

 

5.5. Performance Analysis of DSR and EDSR by varying number of nodes under 

TCP and FTP traffic condition with two ray ground and Shadowing propagation 

models. 

 

 

(a) Packet Delivery Ratio (Two ray ground) 
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(b) Packet Delivery Ratio (Shadowing) 
 

 

(c) Average End-to-end Delay (Two ray ground) 
 

 

(d) Average End-to-End Delay (Shadowing) 
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(e) Throughput (Two ray ground) 
 

 

(f) Throughput (Shadowing) 
 

 

(g) Normalized Routing Load (Two ray ground) 
 

 

(h) Normalized Routing Load (Shadowing) 
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(i) Energy Consumption (Two ray ground) 
 

 

(j) Energy Consumption (Shadowing) 

Figure  7. Performance A nalysis under TCP and FTP Traffic C ondition by 
varyin g Number of Nodes and Different Propagation M odels (a) Variation of 
Packet Delivery Ratio (Two ray ground Propagation Model) (b) Variation of 
Packet Delivery Ratio (Shadowing Propagation Model) (c) Variation of 
Average End -to-End Delay (Two ray ground Propagation Model) (d) 
Variation of Average End -to-End Delay (Shadowing Propagation Model) (e) 
Variation of Throughput (Two ray ground Propagation Model) (f) Variation of 
Throughput (Shadowing Propagation Model) (g) Variation of Normalized 
Routing Load (Tw o ray ground Propagation Model) (h) Variation of 
Normalized Routing Load (Shadowing Propagation Model) (i) Variation of 
Energy Consumption (Two ray ground Propagation Model) (j) Variation of 
Energy Consumption (Shadowing Propagation Model)  

5.5.1. Performance Analysis under Different Propagation Models 

Figure7 shows the performance analysis of DSR and EDSR routing protocols under 

TCP and FTP traffic condition by varying number of nodes with different propagation 

models. In Figure 7 (a) the variation of Packet Delivery Ratio (PDR) is shown with Two 

Ray Ground propagation model. The Packet Delivery Ratio in EDSR is better than in 

DSR routing protocol. In Figure7 (b) the variation of Packet Delivery Ratio is shown with 

Shadowing propagation model. Again the Packet Delivery Ratio in EDSR is better than in 

DSR. In Figure7 (c) the variation of Average End-to-End Delay is shown with Two Ray 

Ground propagation model. The Average End-to-End Delay in EDSR is less than in DSR 

routing protocol. In Figure7 (d) the variation of Average End-to-End Delay is shown with 

Shadowing propagation model. Again the Average End-to-End Delay in EDSR is less 

than in DSR routing protocol. Figure7 (e) shows the variation of throughput with Two 

Ray Ground propagation model. The throughput in EDSR is more than in DSR routing 

protocol. Figure7 (f) shows the variation of throughput with Shadowing propagation 

model. The throughput in EDSR routing protocol is better than in DSR routing protocol. 
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Figure7 (g) shows the variation of Normalized Routing Load with Two Ray Ground 

propagation model. Normalized Routing Load is less in EDSR than in DSR routing 

protocol. Figure7 (h) shows the variation of Normalized Routing Load with Shadowing 

propagation model .Normalized Routing Load in EDSR is less than in DSR routing 

protocol. Figure7 (i) shows the variation of Energy Consumption with Two Ray Ground 

propagation model. Energy Consumption is less in EDSR than in DSR routing protocol. 

Figure7 (j) shows the variation of Energy Consumption with Shadowing propagation 

model. Energy Consumption is less in EDSR than in DSR routing protocol and decreases 

as number of nodes increases. 

 

5.6. Performance Analysis of DSR and EDSR by varying number of nodes under 

UDP and CBR traffic condition with two ray ground and Shadowing propagation 

models. 

 

 

(a)Packet Delivery Ratio (Two ray ground) 
 

 

(c) Packet Delivery Ratio (shadowing) 
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(c) Average End-to-end Delay (Two ray ground) 
 

 

(d) Average End-to-End Delay (Shadowing) 
 

 

(e) Throughput (Two ray ground) 
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(f) Throughput (Shadowing) 
 

 

(g) Normalized Routing Load (Two ray ground) 
 

 

(h) Normalized Routing Load (Shadowing) 
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(i) Energy Consumption (Two ray ground) 
 

 

(j) Energy Consumption (Shadowing) 

Figure  8. Performance A nalysis under UDP and CBR Traffic condition  by 
varying Nu mber of Nodes and different propagation models (a) Variation of 
Packet Delivery Ratio (Two ray ground Propagation Model) (b) Variation of 

Packet Delivery Ratio (Shadowing Propagation Model) (c) Variation of 
Average End -to-End Delay (Two ray ground Propagat ion Model) (d) 

Variation of Average End -to-End Delay (Shadowing Propagation Model) (e) 
Variation of Throughput (Two ray ground Propagation Model) (f) Variation of 

Throughput (Shadowing Propagation Model) (g) Variation of Normalized 
Routing Load (Two ray gr ound Propagation Model) (h) Variation of 

Normalized Routing Load (Shadowing Propagation Model) (i) Variation of 
Energy Consumption (Two ray ground Propagation Model) (j) Variation of 

Energy Consumption (Shadowing Propagation Model)  

5.6.1. Performance analysis under different propagation models 

Figure 8 shows the performance analysis of DSR and EDSR routing protocols under 

UDP and CBR traffic condition by varying number of nodes with different propagation 

models. In Figure 8 (a) the variation of Packet Delivery Ratio is shown with Two Ray 

Ground propagation model. The Packet Delivery Ratio in EDSR is much better than in 

DSR routing protocol. In Figure8 (b) the variation of Packet Delivery Ratio is shown with 

Shadowing propagation model. Again the Packet Delivery Ratio in EDSR is better than in 

DSR. In Figure8 (c) the variation of Average End-to-End Delay is shown with Two Ray 

Ground propagation model. The Average End-to-End Delay in EDSR is less than in DSR 

routing protocol. In Figure8 (d) the variation of Average End-to-End Delay is shown with 

Shadowing propagation model. Again the Average End-to-End Delay in EDSR is less 

than in DSR routing protocol. Figure8 (e) shows the variation of throughput with Two 
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Ray Ground propagation model. The throughput in EDSR is more than in DSR routing 

protocol. Figure8 (f) shows the variation of throughput with Shadowing propagation 

model. The throughput in EDSR routing protocol is much better than in DSR routing 

protocol. Figure8 (g) shows the variation of Normalized Routing Load with Two Ray 

Ground propagation model. Normalized Routing Load is less in EDSR than in DSR 

routing protocol. Figure8 (h) shows the variation of Normalized Routing Load with 

Shadowing propagation model .Normalized Routing Load in EDSR is less than in DSR 

routing protocol. Figure8 (i) shows the variation of Energy Consumption with Two Ray 

Ground propagation model. Energy Consumption is less in EDSR than in DSR routing 

protocol. Figure8 (j) shows the variation of Energy Consumption with Shadowing 

propagation model. Energy Consumption is less in EDSR than in DSR routing protocol. 

 

5.7. Performance Analysis of DSR and EDSR by varying number of nodes under 

TCP and CBR traffic condition with 1000m*1000m network size and 1500m*1500m 

network size. 

 

 

(a)Packet Delivery Ratio (1000m*1000m) 
 

 

(b) Packet Delivery Ratio (1500m*1500m) 
 

 

(c) Average End-to-end Delay (1000m*1000m) 
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(d) Average End-to-End Delay (1500m*1500m) 
 

 

(e) Throughput (1000m*1000m) 
 

 

(f) Throughput (1500m*1500m) 

 

 

(g) Normalized Routing Load (1000m*1000m) 
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(h) Normalized Routing Load (1500m*1500m) 
 

 

(i) Energy Consumption (1000m*1000m) 
 

 

(j) Energy Consumption (1500m*1500m) 

Figure  9. Performance A nalysis under TCP and CBR Traffic condition  by 
varying Number of Nodes and different network size i. e. 1000m*1000m and 

1500m*1500m  (a) Variation of Packet Delivery Ratio (1000m*1000m) (b) 
Variation of Packet Delivery Ratio (1500m*1500m) (c) Variation of Average 

End-to-End Delay (1000m*1000m) (d) Variation of Average End -to-End Delay 
(1500m*1500m) (e) Variation of Throughput (1000m*1000m) (f) Variation of 

Throughput (1500m*1500m) (g) Variation of Normalized Routing Load 
(1000m*1000m) (h) Variation of Normalized Routing Load (1500m*1500m) (i) 

Variation of Energy Consumption (1000m*1000m) (j) Variation of E nergy 
Consumption (1500m*1500m)  
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5.7.1. Performance Analysis under Different Network Size 

Figure 9 shows the performance analysis of DSR and EDSR routing protocols under 

TCP and CBR traffic condition by varying number of nodes with different network size. 

In Figure 9 (a) the variation of Packet Delivery Ratio is shown with 1000m*1000m 

network size. The Packet Delivery Ratio in EDSR is much better than in DSR routing 

protocol at higher number of nodes i.e. 100 and 125. In Figure9 (b) the variation of Packet 

Delivery Ratio is shown with 1500m*1500m. Again the Packet Delivery Ratio in EDSR 

is better than in DSR. In Figure9 (c) the variation of Average End-to-End Delay is shown 

with 1000m*1000m network size. The Average End-to-End Delay in EDSR is less than in 

DSR routing protocol. In Figure9 (d) the variation of Average End-to-End Delay is shown 

with 1500m*1500m network size. Again the Average End-to-End Delay in EDSR is less 

than in DSR routing protocol. Figure9 (e) shows the variation of throughput with 

1000m*1000m network size. The throughput in EDSR is more than in DSR routing 

protocol. Figure9 (f) shows the variation of throughput with 1500m*1500m network size. 

The throughput in EDSR routing protocol is much better than in DSR routing protocol. 

Figure9 (g) shows the variation of Normalized Routing Load with 1000m*1000m 

network size. Normalized Routing Load is less in EDSR than in DSR routing protocol. 

Figure9 (h) shows the variation of Normalized Routing Load with 1000m*1000m 

network size. Normalized Routing Load in EDSR is less than in DSR routing protocol. 

Figure9 (i) shows the variation of Energy Consumption with 1000m*1000m network size. 

Energy Consumption is less in EDSR than in DSR routing protocol. Figure9 (j) shows the 

variation of Energy Consumption with 1500m*1500m network size. Energy Consumption 

in EDSR is less than in DSR routing protocol. 

 

5.8. Performance Analysis of DSR and EDSR by Varying Number of Nodes under 

TCP and FTP Traffic Condition with 1000m*1000m Network Size and 

1500m*1500m Network Size 

 

 

(a) Packet Delivery Ratio (1000m*1000m) 
 

 

(b) Packet Delivery Ratio (1500m*1500m) 
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(c) Average End-to-end Delay (1000m*1000m) 

 

 

(d) Average End-to-End Delay (1500m*1500m) 
 

 

(e) Throughput (1000m*1000m) 
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(f) Throughput (1500m*1500m) 

 

 

(g) Normalized Routing Load (1000m*1000m) 

 

 

(h) Normalized Routing Load (1500m*1500m) 
 

 

(i) Energy Consumption (1000m*1000m) 
 


