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Abstract

Development of an efficient routing protocol is one of the major key challenges in the
design of Mbile ad hoc networks (MANETS). DSR reactive routing protocol is the most
preferred routing protocol in MANETs due its capability to store already discovered
routes in the nodeds cache. In DSR routing
destination, the source node broadcasts RREQ (Route Request) packets to its all
neighbouring nodes and this broadcasting of RREQ packets results in more overhead. In
this paper, we propose a multicasting technique to enhance the performance of DSR
routing protocol ando reduce the broadcasting overhead. The performance analysis of
DSR and enhanced DSR (EDSR) is carried out by varying number of nodes under
different traffic conditions with different packet sizes and different network sizes. Also the
performance analysiof DSR and enhanced DSR is carried out under different
propagation models. The performance metrics used for the performance analysis of DSR
and Enhanced DSR are Packet Delivery Ratio (PDR), Averagetddadd Delay,
Throughput, Normalized Routing LoadRN) and Energy Consumption.

Keywords MANETs, DSR, EDSR, TCP, CBR, FTP, UDP, Two ray ground,
Shadowing, PDR, Delay, Throughput, NRL, Energy Consumption

1. Introduction

A mobile ad hoc network (MANETS) is a collection of nodes that can communicate
with each other directly or through intermediate nodes without any predefined
infrastructure. The nodes in this network are mobile and sefffiguring. The topology
of MANET keeps on changing due to mobility of nodes. MANETs use multihop routing
rather than sigle-hop routing to deliver packets to the destination [1].In MANETS, all the
nodes may not be within the transmission range of other nodes, so, nodes are required to
forward network traffic on behalf of other nodes. The process of forwarding network
traffic from source to destination is known as routi@gnsider the Figuré; if node S
sends data to node D, which is three hops away, the data traffic will reach its destination
only if nodes A and B forward it.
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Figure 1. Multihop Routing

Oneof the key tallenges in the design of ad hoc network is the development of an
efficient routing protocol that can provide high quality communication among mobile
nodes [2]. Routing in MANETS is done by routing protocols. MANETS routing protocols
are broadly classifik into two categories: Proactive routing protocols and Reactive
routing protocols. In Proactive routing protocols, each node in the network maintains a
routing table and the information in the routing tables are updated periodically [3]. This
routing infomation is used by every node to store the location information of other nodes
in the network and this information is used to move data among different nodes in the
network. When a source node has to send a packet to the destination node, the route to
that destination is available immediately. This proactive routing protocol is also called
table driven routing protocol. In Reactive routing protocols, nodes maintain their routing
tables on an cdemand basis [3].If a source node has to send a packet toatlestin
node, firstly the route to the destination node is determined and then a connection is
established between these nodes.

This paper has been structured as follows. Section 2 gives an overview of DSR routing
protocol and its broadcasting routing teciu@ of forwarding the RREQ packets. Section
3 describes an enhanced DSR routing protocol and how multicasting technique can be
achieved. Section 4 presents simulation methodology and describes the various
performance metrics that are used to evaluatedtfernmance of DSR and enhanced DSR
routing protocol. Section 5 presents the analysis of simulation results and finally, in
Section 6 we present our conclusion.

2. Dynamic Source Routing Protocol (DSRR

DSR is an ordemand protocol that uses source routimeghod [4].In this protocol, the
nodes maintains route cache and the route cache is updated when a new node is known.
Routing in DSR is done in two phases: Route discovery and Route maintenance .When a
source node has to send a data packet to the destimatile, it first checks route to the
destination in the route cache. If the route to the destination is present in the route cache
then the source node sends the data packet to the destination and if it is not present in the
route cache it broadcasts RRE@cket. When a link breakage in an active route is
detected, a RRER (Route Error) message is used to notify other nodes about the loss of
the link. The source removes any route using this link from its cache.
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3. EnhancedDSR (EDSR)

In EDSR, a multicasting techniqgue of RREQ packets has peaposed. In EDSR,
when a node receives a RREQ packet, it finds all of its neighboring nodes from its
neighbor table in the route cache. It selects those nodes from the neighbor table whose id

is not present in the RREQ packet and then it forwards RRi&Rep to those selected
nodes.
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4. Simulation Methodology and Performance Metrics

4.1 Simulation Setup

The Simulation was performed using the Network Simulator 2ZN8]. The
Simulation Parameters used for thefpanance analysis of DSR and Enhanced DSR
routing protocols are presented in Table 1.

Table 1. Simulation Parameters and Values

Simulation Parameters Value
Simulator NS-2

Simulation Area

1000m*1000m,1500m*1500m

Routing Protocols

DSR, Enhanced DSR

MAC Protocol

IEEE 802.11

Mobile Nodes 25,50,75,100,125

Packet Size 512 bytes and 1000 bytes
Antenna Type Omni Antenna

Propagation Models Two Ray Ground, Shadowing
Traffic Type TCP,CBR,FTP,UDP

4.2.Traffic Conditions

The traffic conditions used for thegormance analysis of DSR and EDSR are as

follows:

4.2.1.Transmission Control Protocol (TCP): TCP is a connection oriented and reliable
transport protocol. TCP is used in both fixed and mobile wireless networks. TCP uses
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acknowledgement to ensure relialdata transfer between source and destination. If a
source fails to receive acknowledgement from the destination within a specific period of
time, then the packet is assumed to be lost and TCP is required to retransmit that packet
again [7].

4.2.2. Constart Bit Rate (CBR): CBR is nonconnection oriented traffic model that
sends traffic at a constant bit rate. CBR is tailored for any type of data for which end
systems require predictable response time and a static amount of bandwidth to be
continuously avadble for the lifetime of the connection [8].

4.2.3.File Transfer Protocol (FTP) [9]: FTP provides the facility to transport the files.
The performance of FTP protocol may get affected by the size of file as it is related to
occupied network and server oesce. The FTP protocol can be realized and deployed
easily.

4.2.4.User Datagram Protocol (UDP):UDP protocol is used for the retiine delivery
of data packets both in wired and wireless networks [10].

4.3 Propagation Models

When a packet is received gtipropagation model determines the attenuation between
the transmitter and receiver and predicts the received signal strength. The propagation
models used to compute the signal power received by the receiver are as follows:

4.3.1 Two Ray Ground Model: Two Ray Ground Model has both the line of sight
(LOS) and the ground reflection path [11].

4.3.2 Shadowing Model: Shadowing Model considers the obstructions between a
transmitter and a receiver. In the real environment, the obstruction is due to the tall
buildings or striking of the signal with any obstacles during the propagation [11].

4 4. Performance Metrics

The Performance metrics used for performance analysis of the DSR and enhanced DSR
routing protocol are as follows:

4.4.1 Packet Delivery Ratio (PDR) [12: Packet Delivery Ratio is defined as the ratio of
the number of data packets received by the destination to the number of data packets sent
by the source. The greater the PDR is, better is the performance of routing protocol.
Packet Delivery Ratio is cquated as follows:

Total number of packets received by the destination

Packet Delivery Ratio = =100
aeret Delvery fato Total number of packets send by the source

4.4.2 Average Endto-End Delay [13]: Average Eneto-End Delay is defined as the
average time taken by data packets to traverse the network and reach the destination. It
includes all the possible delays like processietay, queuing dal, transmission delay
and propagation delay. Average EieeEnd delay is computed as follows:

Delay Sum

Received Packets

Average End — to — End Delay =

4.4.3 Throughput: Throughput is defined as the number of packets that are successfully
transmitted to their destination per unit time. It is measured in bitsspcond (bps).
Higher throughput is better.

108 Copyright 2016 SERSC



International Journal of Future Generation Communication and Netw  orking Online
Vol. 9, No. 4, (2016)

4.4.4 Normalized Routing Load (NRL): NRL is defined as the ratio of the total number
of routing packets sent over the network to the total number of data packets received by
the destination. NRL is computedfatiows [14]:

Routing Control Packets
Data Packets Delivered

4.4.5 Energy Consumption: Energy Consumption of a node in MANETS is due to the
transmission and the reception of data or control packet [15].

NRL =

5. Analysis of Simulation Results

5.1. Performance Analysis d DSR And EDSR by Varying Number Of Nodes Under
TCP And CBR Traffic Condition With 512 Bytes And 1000 Bytes Packet Size
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Figure 3. Performance A nalysis under TCP and CBR Traffic C ondition by
varying Number of Nodes and D ifferent Packet Sizes (a) Variation of Packet
Delivery Ratio (512 bytes) (b) Variation of Packet Delivery Ratio (1000 bytes)

(c) Variation of Average End -to-End Delay (512 bytes) (d) Variation of
Average End -to-End Delay (1000 bytes) (e) Variation of Throughput (512
bytes) (f) Variation of Throughput (1000 bytes) (g) Variation of Normalized
Routing Load (512 bytes) (h) Variation of Normalized Routing Load (1000
bytes) (i) Variation of Energy Co nsumption (512 bytes) (j) Variation of
Energy Consumption (1000 bytes)
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5.1.1.Performance Analysis by varying Number of Nodes

The performance analysis is done by varying number of nodes i.e. 25, 50, 75, 100 and
125.The performance analysis of DSR andSEDrouting protocols is carried out under
different traffic conditions with different packet sizes. Figure 3 shows the performance
analysis of DSR and EDSR routing protocols under TCP and CBR traffic condition by
varying number of nodes with different patlsize. InFigure3 (a) the variation of Packet
Delivery Ratio is shown with 512 bytes packet size. The Packet Delivery Ratio in EDSR
is more than the DSR routing protocol. Figure3 (b) the variation of Packet Delivery
Ratio is shown with 1000 bytes @t size. The Packet Delivery Ratio in EDSR is better
than in DSR. IrFigure3 (c) the variation of Average Exid-End Delay is shown with 512
bytes packet size. The Average BoeEnd Delay in EDSR is less than in DSR routing
protocol and decreases as tiember of nodes increases in EDSR routing protocol. In
Figure3 (d) the variation of Average Exid-End Delay is shown with 1000 bytes packet
size. Again the Average Exid-End Delay in EDSR is less than in DSR routing protocol.
Figure3 (e) shows the variain of throughput with 512 bytes packet size. The throughput
in EDSR is more than in DSR routing protocol and increases as the number of nodes
increases in EDSHEigure3 (f) shows the variation of throughput with 1000 bytasket
size. Throughput is bettein EDSR than DSR routing protocdtigure3 (g) shows the
variation of Normalized Routing Load with 512 bytes packet size. Normalized Routing
Load is less in EDSR than in DSR routing proto¢atjure3 (h) shows the variation of
Normalized Routing Load wit 1000 bytes packet size. Normalized Routing Load is less
in EDSR than in DSR routing protocol and decreases as number of nodes increases in
EDSR routing protocolrigure3 (i) shows the variation of Energy Consumption with 512
bytes packet size. Energy Gamption is less in EDSR than in DSR routing protocol.
Figure3 (j) shows the variation of Energy Consumption with 1000 bytes packet size.
Energy Consumption is less in EDSR than in DSR routing protocol and decreases as
number of nodes increases in EDSRtirgy protocol.

5.2. Performance Analysis  DSR and EDSR by Varying Number of Nodes Under
TCP and FTP Traffic Condition with 512 Bytesand 1000 Bytes Packet Size

' ™m
£ 098 A
T \ 'S
Tonel W \Z .
= _ \
g 054 A \i —@—DSR
= Ll
g8 092 ESDR
@ 09
—
5 088 . . . . .
25 50 75 100 125
No. of nodes
(a)Packet Delivery Ratio (512 bytes)
1
Al
% 0.98 A
2094 = N7~ —=-DsR
8 0.92 . EDSR
= 09
S 0.88 : : : . :
o
25 S0 NoTgrndfl 125

(b)Packet Delivery Ratio (1000 bytes)

112 Copyright 2016 SERSC



International Journal of Future Generation Communication and Netw  orking Online
Vol. 9, No. 4, (2016)

100000
=]
£ soo00 | \ )\r
2 N
S > 60000
s 2 —8-DSR
%040000
© == EDSR
v 20000
>
<
0 T T T T 1
25 5 5 100 125
ﬂo.o?nodes

(c) Average End-to-end Delay (512 bytes)

= 100000
S 80000 | N ’\r
2 Y \L
S 260000
S5 —8—DSR
%040000
@ == EDSR
o 20000
>
=4

0 T T T T 1

25 50 75 100 125
No. of nodes

(d) Average End-to-End Delay 1000 bytes)

4000
E_ 3000 R
£
'é" 2000 /‘\i——I— DSR
i 1000 = == EDSR
0 T T T T 1
25 50 75 100 125
No. of Nodes
(e) Throughput (512 bytes)
4000
+ 3000 _\
j= 5
£
22000 A\i——I—DSR
£ 1000 5 == EDSR
0 T T T T 1
25 50 75 100 125
No. of Nodes

(f) Throughput (1000 bytes)

Copyright 2016 SERSC 113



International Journal of Future Generation Communication and Networking Online
Vol. 9, No. 4, (2016)

0.8
E 0.7 F—L
= 0.6
w /.
= 0.5 -
= [l /;
s 04 ——@—DSR
T 237 / EDSR
S 0.2
£ 0.1 / ¥
2 o M T T T 1
25 50 75 100 125
No. of Nodes
(g9) Normalized Routing Load (512 bytes)
0.8
-'E 0.7 ?—L
2 os
£ o5 //
£
S 04 - f "% —m—DsSR
o
- 0.3 *ﬁ‘* S— EDSR
= 0.2
£ 01 / KA
2 o m . . . :
25 5 75 100 125
No. of Nodes

(h) Normalized Routing Load (1000 bytes)

150

Energy Consumption
w0
o Q
o %
w )
A

25 50 75 100 125
No.of nodes

(i) Energy Consumption (512 bytes)

160
§ 140
5 120 ’TA\
3 100 \
s 8o \ —m—DSR
s 2 N EDSR
5 40
S 20

O T T T T 1

25 50 75 100 125
No.of nodes

(i) Energy Consumption (1000 bytes)
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5.2.1.Performance Analysis by Varying Number of Nodes

Figure 4 shows the performance analysis of DSR and EDSRnig protocols under
TCP and FTP traffic condition by varying number of nodes with different packet size. In
Figure4 (a) the variation of Packet Delivery Ratio is shown with packet size 512 bytes.
The Packet Delivery Ratio in EDSR is more than the DSrg protocol. InFigured (b)
the variation of Packet Delivery Ratio is shown with packet size 1000 bytes. Again the
Packet Delivery Ratio in EDSR is better than in DSRFigure 4 (c) the variation of
Average Endo-End Delay is shown with packet sizeZhytes. When the numbers of
nodes are 125 the Average EieEnd Delay in EDSR is very less than in DSR routing
protocol. InFigure4 (d) the variation of Average E#td-End Delay is shown with packet
size 1000 bytes. Again the Average HnéEnd Delay inEDSR is less than in DSR
routing protocol.Figure 4 (e) shows the variation of throughput with 512 bytes packet
size. The throughput in EDSR is more than in DSR routing protocol at higher number of
nodes.Figure4 (f) shows the variation of throughput wit@dD bytes packet size. The
variation of throughput with 1000 bytes packet size is similar to 512 bytes packet size.
Figure4 (g) shows the variation of Normalized Routing Load with 512 bytes packet size.
Normalized Routing Load is less in EDSR than in DS8Rting protocol.Figure 4 (h)
shows the variation of Normalized Routing Load with 1000 bytes packet size and the
variation of Normalized Routing Load with respect to number of nodes with 1000 bytes
packet size is similar to 512 bytes packet deigure4 (i) shows the variation of Energy
Consumption with 512 bytes packet size. Energy Consumption is less in EDSR than in
DSR routing protocolFigure4 (j) shows the variation of Energy Consumption with 1000
bytes packet size. Energy Consumption is less in ED&Rih DSR routing protocol and
decreases as number of nodesaases in EDSR routing protocol.

5.3. Performance Analysis & DSR and EDSR by Varying Number of Nodesunder
UDP and CBR Traffic Condition with 512 Bytesand 1000 Bytes Packet Size
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Figure 5. Performance A nalysis under UDP and CBR Traffic C ondition by
varying Number of Nodes and D ifferent Packet Sizes (a) Variati on of Packet
Delivery Ratio (512 bytes) (b) Variation of Packet Delivery Ratio (1000 bytes)

(c) Variation of Average End -to-End Delay (512 bytes) (d) Variation of

Average End -to-End Delay (1000 bytes) (e) Variation of Throughput (512
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5.3.1.Performance Analysis by Varying Number of Nodes

Figures shows the performance analysis of DSR and EDSR routing protocols under
UDP and CBR traffic condition by varying number of nodes with different packet size. In
Figure5 (a) the variation of Packet Delivery Ratio is whowith packet size 512 bytes.

The Packet Delivery Ratio in EDSR is much better than in DSR routing protocol. In
Figures (b) the variation of Packet Delivery Ratio is shown with packet size 1000 bytes.
Again the Packet Delivery Ratio in EDSR is better tharDSR. In Figures (c) the
variation of Average Entb-End Delay is shown with packet size 512 bytes. The Average
Endto-End Delay in EDSR is very less than in DSR routing protocol and decreases as the
number of nodes increases in EDSR routing protocoFifjures (d) the variation of
Average Endo-End Delay is shown with packet size 1000 bytes. Again the Average
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Endto-End Delay in EDSR is less than in DSR routing protoE@ures (e) shows the
variation of throughput with 512 bytes packet size. Theuihput in EDSR is more than

in DSR routing protocol and increases with the increase in number of fgess (f)
shows the variation of throughput with 1000 bytes packet size. The variation of
throughput with 1000 bytes packet size is similar to 5l2dpacket sizeFigures (g)
shows the variation of Normalized Routing Load with 512 bytes packet size. Normalized
Routing Load is less in EDSR than in DSR routing protocol and decreases with the
increase in number of nodes in EDSR routing protdeiglires (h) shows the variation of
Normalized Routing Load with 1000 bytes packet size. Normalized Routing Load in
EDSR is less than in DSR routing protocelgures (i) shows the variation of Energy
Consumption with 512 bytes packet size. Energy Consumptitasdsin EDSR than in
DSR routing protocolFigureb (j) shows the variation of Energy Consumption with 1000
bytes packet size. Energy Consumption is less in EDSR than in DSR routing protocol.

5.4. Performance Analysisof DSR and EDSR by Varying Number of Nodes Under
TCP and CBR Traffic Condition with Two Ray Ground and Shadowing
Propagation Models
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Figure 6. Performance A nalysis under TCP and CBR Traffic C ondition by
varying Number of Nodes and D ifferent Propagation M odels (a) Variation of
Packet Delivery Ratio (Two ray ground Propagation Model) (b) Variation of
Packet Delivery Ratio (Shadowing Propagation Mo  del) (c) Variation of
Average End -to-End Delay (Two ray ground Propagation Model) (d)
Variation of Average End -to-End Delay (Shadowing Propagation Model) (e)
Variation of Throughput (Two ray ground Propagation Model) (f) Variation of
Throughput (Shadowing Propagation Model) (g) Variation of Normalized
Routing Load (Two ray ground Propagation Model) (h) Variation of
Normalized Routing Load (Shadowing Propagation Model) (i) Variation of
Energy Consumption (Two ray ground Propagation Model) (j) Variation of
Energy Consumption (Shadowing Propagation Model)
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5.4.1.Performance Analysis under Different Propagation Models

Figure 6 shows the performance analysis of DSR and EDSR routing protocols under
TCP and CBR traffic condition by varying number of nodes witfedéht propagation
models. InFigure 6 (a) the variation of Packet Delivery Ratio is shown with Two Ray
Ground propagation model. The Packet Delivery Ratio in EDSR is much better than in
DSR routing protocol. Ifrigures (b) the variation of Packet DeliveRatio is shown with
Shadowing propagation model. Again the Packet Delivery Ratio in EDSR is better than in
DSR. InFigures (c) the variation of Average End-End Delay is shown with Two Ray
Ground propagation model. The Average #odEnd Delay in EDSRs very less than in
DSR routing protocol and decreases as the number of nodes increases in EDSR routing
protocol. In Figures (d) the variation of Average EAd-End Delay is shown with
Shadowing propagation model. Again the Average-todand Delay in EDSRs less
than in DSR routing protocol and decreases as the number of nodes increases in EDSR
routing protocol.Figures (e) shows the variation of throughput with Two Ray Ground
propagation model. The throughput in EDSR is more than in DSR routing preiadol
increases with the increase in number of nodegures (f) shows the variation of
throughput with Shadowing propagation model. The throughput in EDSR routing
protocol is better than in DSR routing protocBigures (g) shows the variation of
Normalized Routing Load with Two Ray Ground propagation model. Normalized
Routing Load is less in EDSR than in DSR routing protoEajures (h) shows the
variation of Normalized Routing Load with Shadowing propagation model .Normalized
Routing Load in EDSR is lessith respect to DSR routing protocéligures (i) shows the
variation of Energy Consumption with Two Ray Ground propagation model. Energy
Consumption is less in EDSR than in DSR routing protoEdgures (j) shows the
variation of Energy Consumption wittfShadowing propagation model. Energy
Consumption is less in EDSR than in DSR routing protocol and decreases as number of
nodes increases.

5.5. Performance Analysis of DSR and EDSR by varying number of nodes under
TCP and FTP traffic condition with two ray ground and Shadowing propagation
models.
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Figure 7. Performance A nalysis under TCP and FTP Traffic C ondition by
varyin g Number of Nodes and Different Propagation M odels (a) Variation of
Packet Delivery Ratio (Two ray ground Propagation Model) (b) Variation of
Packet Delivery Ratio (Shadowing Propagation Model) (c) Variation of
Average End -to-End Delay (Two ray ground Propagation Model) (d)
Variation of Average End -to-End Delay (Shadowing Propagation Model) (e)
Variation of Throughput (Two ray ground Propagation Model) (f) Variation of
Throughput (Shadowing Propagation Model) (g) Variation of Normalized
Routing Load (Tw o ray ground Propagation Model) (h) Variation of
Normalized Routing Load (Shadowing Propagation Model) (i) Variation of
Energy Consumption (Two ray ground Propagation Model) (j) Variation of
Energy Consumption (Shadowing Propagation Model)

5.5.1.Performance Analysis under Different Propagation Models

Figure7 shows the performance analysis of DSR and EDSR routing protocols under
TCP and FTP traffic condition by varying number of nodes with different propagation
models. InFigure7 (a) the variation of Paek Delivery Ratio (PDR) is shown with Two
Ray Ground propagation model. The Packet Delivery Ratio in EDSR is better than in
DSR routing protocol. Ifrigure? (b) the variation of Packet Delivery Ratio is shown with
Shadowing propagation model. Again the ladelivery Ratio in EDSR is better than in
DSR. InFigurer (c) the variation of Average Erd-End Delay is shown with Two Ray
Ground propagation model. The Average EoidEnd Delay in EDSR is less than in DSR
routing protocol. IrfFigurer (d) the variatin of Average Endo-End Delay is shown with
Shadowing propagation model. Again the Average-toAEnd Delay in EDSR is less
than in DSR routing protocoFigures (e) shows the variation of throughput with Two
Ray Ground propagation model. The throughpuEDSR is more than in DSR routing
protocol. Figure/ (f) shows the variation of throughput with Shadowing propagation
model. The throughput in EDSR routing protocol is better than in DSR routing protocol.
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Figure7 (g) shows the variation of Normalized RaogfiLoad with Two Ray Ground
propagation model. Normalized Routing Load is less in EDSR than in DSR routing
protocol. Figure/ (h) shows the variation of Normalized Routing Load with Shadowing
propagation model .Normalized Routing Load in EDSR is less thaDSR routing
protocol. Figure? (i) shows the variation of Energy Consumption with Two Ray Ground
propagation model. Energy Consumption is less in EDSR than in DSR routing protocol.
Figure7 (j) shows the variation of Energy Consumption with Shadowing pedjzm

model. Energy Consumption is less in EDSR than in DSR routing protocol and decreases
as number of nodes increases.

5.6. Performance Analysis of DSR and EDSR by varying number of nodes under
UDP and CBR traffic condition with two ray ground and Shadowing propagation
models.
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Figure 8. Performance A nalysis under UDP and CBR Traffic condition by
varying Nu mber of Nodes and different propagation models (a) Variation of
Packet Delivery Ratio (Two ray ground Propagation Model) (b) Variation of

Packet Delivery Ratio (Shadowing Propagation Model) (c) Variation of

Average End -to-End Delay (Two ray ground Propagat ion Model) (d)
Variation of Average End -to-End Delay (Shadowing Propagation Model) (e)
Variation of Throughput (Two ray ground Propagation Model) (f) Variation of
Throughput (Shadowing Propagation Model) (g) Variation of Normalized
Routing Load (Two ray gr ound Propagation Model) (h) Variation of
Normalized Routing Load (Shadowing Propagation Model) (i) Variation of
Energy Consumption (Two ray ground Propagation Model) (j) Variation of
Energy Consumption (Shadowing Propagation Model)

5.6.1.Performance anaysis under different propagation models

Figure 8 shows he performance analysis of DSR and EDSR routing protocols under
UDP and CBR traffic condition by varying number of nodes with different propagation
models. InFigure 8 (a) the variation of Packet Dediry Ratio is shown with Two Ray
Ground propagation model. The Packet Delivery Ratio in EDSR is much better than in
DSR routing protocol. IfrigureB (b) the variation of Packet Delivery Ratio is shown with
Shadowing propagation model. Again the Packetvegji Ratio in EDSR is better than in
DSR. InFigureB (c) the variation of Average Erd-End Delay is shown with Two Ray
Ground propagation model. The Average EoidEnd Delay in EDSR is less than in DSR
routing protocol. IrFigure8 (d) the variation of Agrage Endo-End Delay is shown with
Shadowing propagation model. Again the Average-toAEnd Delay in EDSR is less
than in DSR routing protocoFigure8 (e) shows the variation of throughput with Two
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Ray Ground propagation model. The throughput in EDSRiere than in DSR routing
protocol. Figure8 (f) shows the variation of throughput with Shadowing propagation
model. The throughput in EDSR routing protocol is much better than in DSR routing
protocol. FigureB (g) shows the variation of Normalized Routibgad with Two Ray
Ground propagation model. Normalized Routing Load is less in EDSR than in DSR
routing protocol.FigureB (h) shows the variation of Normalized Routing Load with
Shadowing propagation model .Normalized Routing Load in EDSR is less tha®Rn D
routing protocol.Figure8 (i) shows the variation of Energy Consumption with Two Ray
Ground propagation model. Energy Consumption is less in EDSR than in DSR routing
protocol. Figure8 (j) shows the variation of Energy Consumption with Shadowing
propagabn model. Energy Consumption is less in EDSR than in DSR routing protocol.

5.7. Performance Analysis of DSR and EDSR by varying number of nodes under
TCP and CBR traffic condition with 2000m*1000m network size and 1500m*1500m

network size.
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Figure 9. Performance A nalysis under TCP and CBR Traffic condition by
varying Number of Nodes and different network size i. e. 1000m*1000m and
1500m*1500m (a) Variation of Packet Delivery Ratio (1000m*1000m) (b)
Variation of Packet Delivery Ratio (1500m*1500m) (c) Variation of Average
End-to-End Delay (1000m*1000m) (d) Variation of Average End -to-End Delay
(1500m*1500m) (e) Variation of Throughput (1000m*1000m) (f) Variation of
Throughput (1500m*1500m) (g) Variation of Normalized Routing Load
(2000mM*1000m) (h) Variation of Normalized Routing Load (1500m*1500m) (i)
Variation of Energy Consumption (1000m*1000m) (j) Variation of E nergy
Consumption (1500m*1500m)
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5.7.1.Performance Analysis under Different Network Size

Figure9 shows he performance analysis of DSR and EDSR routing protocols under
TCP and CBR traffic condition by varying number of nodes with different network size.
In Figure 9 (a) the variation of Packet Delivery Ratio is shown wifOoOm*1000m
network size. The Packet Delivery Ratio in EDSR is much better than in DSR routing
protocol at higher number of nodes i.e. 100 and 12bidare9 (b) the variation of Packet
Delivery Ratio is shown with 1500m*1500m. Again the Packet Delivery Ratio in EDSR
is better than in DSR. IRigure9 (c) the variation of Average Efd-End Delay is shown
with 1000m*1000m network size. The Average EadEnd Delay in EDSR is less than in
DSR routing protocol. Ifrigured (d) the variation of Average E+id-End Delay is shown
with 1500m*1500m network size. Again the Average Emé&nd Delay in EDSR is less
than in DSR routing protocolFigured (e) shows the variation of throughput with
1000m*L000m network size. The throughput in EDSR is more than in DSR routing
protocol.Figure (f) shows the variation of throughput with 1500m*1500m network size.
The throughput in EDSR routing protocol is much better than in DSR routing protocol.
Figur® (g) $ows the variation of Normalized Routing Load with 1000m*1000m
network size. Normalized Routing Load is less in EDSR than in DSR routing protocol.
Figured (h) shows the variation of Normalized Routing Load with 1000m*1000m
network size. Normalized Routirigpad in EDSR is less than in DSR routing protocol.
Figure9 (i) shows the variation of Energy Consumption with 2000m*1000m network size.
Energy Consumption is less in EDSR than in DSR routing protbapired (j) shows the
variation of Energy Consumptionity 1500m*1500m network size. Energy Consumption
in EDSR is less than in DSR routing protocol.

5.8 Performance Analysis & DSR and EDSR by Varying Number of Nodesunder
TCP and FTP Traffic Condition with 1000m*1000m Network Size and
1500m*1500m Network e
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