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Abstract

Cognitive Radio has stirred great interest recently, with its tremendous potential to further exploit the scarce spectrum resource. Among the diverse research topics, the fundamental capacity issue deserves a thorough study since it serves as a principle for future implementation and performance evaluation. Existing researches on cognitive capacity mainly fall into two categories: channel capacity and network capacity. The former can accurately portray the pairwise cognitive channel capacity, but less address the case with multiple secondary users. The latter investigates the throughput of large-scale network with respect to its size and topology, while ignoring crucial factors in physical layer. Recognizing their strengths and limitations, this paper aims to present a more comprehensive view of the cognitive capacity issue. First, we extend the information theoretic model to a special case in multi-user scenario, which well characterizes the capacity of cognitive multiple access channel (MAC). Second, we analyze network scaling by incorporating sensing errors, and show that physical layer features may affect the throughput performance. Last but not least, our analysis not only extends the existing researches but also sheds some light on the cross-layer study of cognitive capacity.
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1. Introduction

With the explosive growth of data traffic, the fixed spectrum allocation policy can no longer meet the exponentially increasing bandwidth demand. However, we observe that the wireless resource is still underutilized in terms of spectrum occupancy[1]. Therefore, designing a network paradigm to utilize the spectrum in a more efficient manner has become an urgent issue. Cognitive radio is such a paradigm that allows the cognitive user to dynamically access the spectrum as long as it can avoid harmful interference with licensed or unlicensed users [2]. Till now, various research fields have been developed to analyze cognitive systems, such as biomedical area [3-4], image processing [5-6, 26-28], and wireless network [7-8, 23-24]. Among them, the fundamental study of capacity issue aims to reveal the limit of performance, and guide us to the optimal system design.

Current researches on cognitive capacity mainly fall into two categories: channel capacity and network capacity. The former is based on modeling various kinds of information theoretic cognitive channels. In underlay approach, the cognitive signal is treated as interference to the primary receiver, and simultaneous transmissions of primary users and secondary users are allowed. Assuming that the channel gain between cognitive transmitter and non-cognitive receiver is known by the former, the mutual interference can be restricted within an acceptable range. Though easy to implement, the underlay approach only supports low-rate communication due to its strict power restriction. An alternative overlay approach is proposed to increase the transmission rate, where the
cognitive channel is also known as “interference channel with degraded message sets (IC-DMS)”. The main idea is to exploit the knowledge of primary signal to cancel or mitigate mutual interference, thus increase the capacity of both primary and secondary systems. While the above approaches permit unharmed interference in nature, most practical cognitive systems seek to avoid interference [24]. Specifically, the secondary transmitter first senses the spectrum, and transmits on the temporarily vacant band. In these cases, the interference channel model no longer applies and we have to view the primary user activity (idle or busy) as side information to the secondary users. While the existing information theoretic paradigm models the physical layer in detail, few of them consider the multi-user scenario. Hence, we derive the capacity region of a cognitive MAC channel, which is a special case that well characterizes information aggregation process in Cognitive Radio Sensor Networks.

A major drawback of scaling law study is that they ignore many physical layer features, such as spectrum sensing, modulation. Therefore, we reconsider the throughput scaling of primary and secondary networks with physical layer sensing error. Through such a joint physical layer - network layer perspective, we discover that the existing scaling results may be degraded in some cases.

2. Primary Activity as Side Information

The above mentioned underlay and overlay scenarios permit concurrent transmission of non-cognitive and cognitive radio, as long as the performance of both systems does not degrade. Alternatively, many existing cognitive systems seek to completely avoid the undesired interference by only accessing the spectral holes. The spectral hole is the spectrum resource in time and frequency domain that is temporarily not occupied by primary users.

2.1. Two-Switch Cognitive Channel Model

The two-switch cognitive channel model [9] was first proposed by S. Jafar, and it is based on the results of channel capacity with causal/non-causal side information at the transmitter/receiver.

In Figure 1, both the cognitive transmitter (CT) and the cognitive receiver (CR) can sense the PU activity within a sensing region. CT and CR have two switches to control the transmission and receiving of secondary signals. Each of them will stop transmitting/receiving if it detects any primary transmission. Since the PU is either active or inactive, the states of switch at CT and CR are either 1 or 0. With a power constraint P for CT, the two-switch cognitive channel model [9] can be formulated as follows:

\[ Y = (S_r X + Z) S_s \] (1)

where, \( S_r, S_s \in \{0,1\} \), \( E \left[ X S_r \right] \leq P \).

Figure 1. Two-Switch Cognitive Channel
Recall the existing results in channel capacity with side information [9]:

A. channel capacity with non-causal side information at both the transmitter and receiver 
\[ C_{S_T, S_R}^{\text{non-causal}} = \max_{\rho_{S_T, S_R}} I(U; Y, S_R) - I(U; S_T) \]

\[ P_{\text{non-causal}} = \{ p(U : X | S_T) = p(U | S_T) p(X | U, S_T) \} \]  
(2)

B. channel capacity with causal side information at both the transmitter and receiver 
\[ C_{S_T, S_R}^{\text{causal}} = \max_{\rho_{S_T, S_R}} I(U; Y, S_R) - I(U; S_T) \]

\[ P_{\text{causal}} = \{ p(U : X | S_T) = p(U | S_T) p(X | U, S_T) \} \]  
(4)

Based on the above results, the following theorems are proved by S. Jafar [9]:

**Theorem 1:** For the two switch channel with non-causal side information at the transmitter, coding can be performed directly on the input alphabet (i.e., \( U = X \)) and the channel capacity is:

\[ C_{S_T, S_R}^{\text{non-causal}} = \max_{\rho_{S_T, S_R}} I(X; Y, S_R) - I(X; S_T) \]  
(5)

**Theorem 2:** For the two switch channel with causal side information at the transmitter, coding can be performed directly on the input alphabet (i.e., \( U = X \)) and the channel capacity is:

\[ C_{S_T, S_R}^{\text{causal}} = \max_{\rho_{S_T, S_R}} I(X; Y, S_R) \]  
(6)

### 2.2. Involving More Nodes: Multi-User Scenario

While the capacity of single cognitive transmitter-receiver pair has been well investigated, we attempt to extend it to the scenario with more nodes involved. A very typical setting is the Cognitive Radio Sensor Network (CRSN) [10-12], where nodes are grouped into clusters according to their location and common channels. The cluster members (CM) report the sensed information to cluster head (CH) through multiple access channel (MAC) in uplink. This clustered topology greatly facilitates the convergence of collected information. Therefore, it makes sense to explore the capacity of cognitive MAC channel with side information.

The cognitive MAC channel with side information (primary activity) is illustrated in Figure 2:
As shown in the Figure 2, both the two cognitive transmitters (CT1, CT2) and the cognitive receiver (CH) can sense the PU activity within a sensing region. Each of them will stop transmitting/receiving if it detects any primary transmission. The states of switch at CT1, 2 and CH are either 1 or 0. With power constraints for the transmitters, the cognitive MAC channel model can be formulated as follows:

\[ Y = \left( S_{r_1} X_1 + S_{r_2} X_2 + Z \right) S_g \]  \hspace{1cm} (7)

where \( S_{r_1}, S_{r_2}, S_g \in \{0, 1\} \), \( \mathbb{E} \left[ X_1^2 S_{r_1} \right] \leq P_1 \), \( \mathbb{E} \left[ X_2^2 S_{r_2} \right] \leq P_2 \). For convenience, unit power of noise is assumed: \( \mathbb{E} \left[ Z^2 \right] = 1 \).

**Theorem 3:** For the cognitive MAC channel with causal side information \( S_{r_1}, S_{r_2} \) at the transmitters and side information \( S_g \) at the receiver, coding can be performed directly on the input alphabets (i.e., \( U_1 = X_1 \), \( U_2 = X_2 \)) and the channel capacity region is:

\[
C_{\text{causal}}^{s_{r_1}, s_{r_2}, s_g} = \begin{cases} 
R_1 = \max_{\rho(x_1)} I \left( X_1, Y, S_g \mid X_2 \right) \\
R_2 = \max_{\rho(x_2)} I \left( X_2, Y, S_g \mid X_1 \right) \\
R_1 + R_2 = \max_{\rho(x_1), \rho(x_2)} I \left( X_1, X_2, Y, S_g \right)
\end{cases} \hspace{1cm} (8)
\]

**3. Capacity Scaling: A Network Layer View**

**3.1. Scaling Laws Of Cognitive Networks**

The exploring of large-scale network capacity was initiated by Gupta and Kumar [13], which focus on the relationship between network throughput scaling and the network size. For cognitive networks, the main results in [14] [15] is that as long as the secondary user is denser than primary user in the order sense, the primary and secondary network can achieve scaling as two standalone networks:
Recently, an intelligent design of highway system is introduced in [16], in which both networks are tessellated into cells. There is either a vertical edge or a horizontal edge in each cell, see Figure 4. A fraction of the edges form vertical and horizontal relay paths, acting as the backbones for information dissemination. With this relaying structure, the throughput of both networks can be improved to $\Theta \left( \frac{1}{\sqrt{n}} \right)$ and $\Theta \left( \frac{1}{\sqrt{m}} \right)$ [17], and this result is the best known till now, and is widely accepted.

### 3.2. The Price Paid For Accurate Sensing

Considering energy efficient cognitive radio system, most of existing papers only take the transmitting power into account. The power consumption in spectrum sensing has not been paid enough attention to. However, the power consumption in radio listening for sensor nodes should not be neglected. It is shown in [18] that the power consumptions in sensing and transmitting are actually in the same order. Specifically, in Software Radio, the spectrum sensing power is mainly consumed in the process of high frequency A/D converting. According to [19], the increase in sampling rate leads to a proportionate increase in power consumption. Therefore, when utilizing energy detection in spectrum sensing, we have to pay more power to achieve better detection performance.

The tradeoff between energy consumption and detection performance in spectrum sensing is briefly introduced below. We use the probability of miss detection and the probability of false alarm as the performance metric for sensing accuracy.

The discrete signal at the cognitive receiver can be represented as:

$$y(n) = s(n) + u(n) \rightarrow H_1 : \text{PU Active}$$

$$y(n) = u(n) \rightarrow H_0 : \text{PU Inactive}$$

$$E \left[ |v(n)|^2 \right] = \sigma_v^2, \quad E \left[ |v(n)|^2 \right] = \sigma_v^2$$

The $N$ point energy detector is as follows:

$$T(y) = \frac{1}{N} \sum_{n=1}^{N} |y(n)|^2 \quad (9)$$

The corresponding false alarm and miss detection probability are [20]:

$$P_f(\epsilon, N) = Q \left( \frac{\epsilon}{\sigma_v^2} - 1 \sqrt{N} \right)$$

(10)

$$P_m(\epsilon, N) = 1 - Q \left( \frac{\epsilon - \sigma_v^2}{2\sigma_v^2} - 1 \sqrt{\frac{N}{2\sigma_v^2} / \sigma_v^2 + 1} \right)$$

(11)

where $Q(x) = \frac{1}{2\pi} \int_{x}^{\infty} \exp(-\frac{t^2}{2}) dt$ is the Q function, and $\epsilon$ is the detection threshold.

Assuming $E_{\text{sample}}$ to be the per sample energy, we derive the energy consumption of spectrum sensing as a function of miss-detection probability $P_m$ and false alarm probability $P_f$:
As illustrated in Figure 6, we observe that the lower sensing error \( (p_m \text{ or } p_f) \) directly leads to higher sensing energy according to the simulation result.

\[
E_{\text{sensing}} = \left( Q^{-1}(p_f) - \frac{2\sigma_P^2}{\sigma_{\xi}^2} + 1 Q^{-1}(1-p_m) \right)^2 E_{\text{sample}} (12)
\]

3.3. A Joint Physical Layer-Network Layer Perspective

As we know, all existing works on the scaling law of cognitive networks \([21]\text{ etc.}\), assume perfect spectrum sensing, \(i.e.,\) the exact state of primary transmitters and corresponding preservation regions are known by secondary system, free of error. However, from the viewpoint of physical layer, the energy and hardware resources we pay for accurate sensing cannot be neglected. As described in the previous subsection, we can only obtain sensing results bounded by certain error level with limited resources.

If take into account these physical layer features (different levels of sensing errors), will the throughput scaling of the primary network and secondary networks be severely degraded or not affected at all? In this subsection, we attempt to present some preliminary results.

From \([22]\) introducing the highway system based on the percolation theory, we say the edge is open if there is at least one node inside the cell. If the nodes are deployed according to a Poisson Point Process with unit density, the edge open rate is: \(p = 1 - e^{-\frac{c}{2}}\), where \(c\) is the side length of the cell. Evolving into the cognitive scenario, the edge is open if both: 1. At least one secondary node in the cell. 2. No primary users in either this cell or its 8 neighboring cells. Therefore, the edge open rate for secondary network is

\(p = p_1 p_2 = \left(1 - e^{-\frac{c}{2}}\right) e^{-\frac{2m}{c}}\) (13)

When the active primary user is correctly detected, the neighboring area is claimed as preservation region, which is represented in red in Figure 4. Now we consider the two types of sensing errors also shown in Figure 4:
In the case of miss detection with probability $p_m$ (range from 0 to 1), a cell (edge) will be regarded as open, while it is actually in the preservation region (represented in blue as miss detection region). The scheduler will guide a highway through this cell, and a collision may occur, both the primary and secondary receiver will fail to decode.

In the case of false alarm with probability $p_f$ (range from 0 to 1), a cell (edge) will be regarded as closed, while it is actually outside the preservation region (represented in green as false alarm region). The scheduler will keep the highway away from this cell, therefore the open edge resource is wasted, and the probability that the scheduler claim a secondary cell open is reduced.

With sensing error, the primary cell is open with probability:

$$p_s = (1 - e^{-\frac{1}{\alpha}})(1 - p_m) \quad (14)$$

The secondary cell is open with probability:

$$p_i = \left(1 - e^{-\frac{1}{\alpha}}\right)e^{\frac{\gamma_s}{\alpha}}(1 - p_f) \quad (15)$$

From the percolation theory, the threshold for percolation will be affected. In the following, we show this physical layer feature (sensing error rate) may hinder the establishment of the highway system and even modify some of the properties in throughput scaling.

In the highway system, an edge open rate larger than $\frac{5}{6}$ is required to ensure the scaling law, see Theorem 5 in [12]. Incorporating sensing error, if $p_m$ and $p_f$ are less than $\frac{1}{6}$, we may still construct proper tessellation to maintain the performance in terms of scaling, only that the delay would be increased due to packet collision and re-routing. However, if $p_m$ and $p_f$ are larger than $\frac{1}{6}$, the edge open rate will be less than $\frac{5}{6}$ even if the cell’s side length $c$ goes to infinity. According to the percolation theory, the highway system cannot be constructed due to insufficient number of highways, and $\Theta\left(\frac{1}{\sqrt{n}}\right)$ scaling may be degraded.

4. Conclusions and Future Works

In this paper, we present a comprehensive view of the capacity issue in cognitive systems. In Section 2, we use the interference channel to model the cognitive capacity, in
which both underlay and overlay approaches are discussed. In section 3, we analyze the capacity by taking the primary activity as side information, and extend the information theoretic model to a special case in multi-user scenario that characterizes the capacity of cognitive MAC channel. In section 4, we analyze the throughput scaling of cognitive network by incorporating sensing errors, and showed that physical layer features may affect the overall throughput performance. On the one hand, our analysis extends the existing cognitive capacity researches and provides more general understandings of the topic. On the other hand, we find that the physical layer and network layer should not be separated in capacity analysis. A cross-layer perspective would reveal more interesting results and moves the theoretical study one step forward to practical implementation. From our viewpoint, the existing works are still far from sufficient to push forward the popularization of cognitive radio industry. As for future works, a more unified theoretical system is required, in order to characterize more sophisticated cognitive systems. Moreover, the researchers should include more practical factors, such as coding schemes and network mobility, etc., and see how they change the characteristics of system performance.
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