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Abstract

This paper presents a new sensor network MAC protocol: the multi-channel p-persistent CSMA protocol with monitoring function (ACKPPCMA) from the perspective of improving the channel utilization and meeting the demand of the high QoS for high priority. Analyze the model by using the average cycle method. The Computer simulation results verify the correctness of the theory. Has some practical significance.
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1. Introduction

Wireless sensor network (WSN) [1, 2] has a strong correlation of applications. That is, for different applications, need to adopt different strategies, in order to achieve the purpose that the developed wireless sensor network can fit the applications well. With the progress of the times, the applications of wireless sensor network in every aspect will be increased, and some of the existing protocol cannot meet these requirements well, so need to introduce some of the new protocols.

From the angle of increasing wireless communication service quality [3] and make the different service having different service quality requirement, this paper analyzes the multi-channel p-persistent CSMA protocol with monitoring function (ACKPPCMA) using the average cycle analysis method [4, 5]. Adding a monitoring signal ACK to reduce the collision probability and improve the channel utilization and communication security [6]; through the introduction of multi-channel mechanism [7] to meet the demand of the high QoS [8] for high priority, but also to ensure the fairness of the system.

2. The Analysis of ACKPPCMA Protocol

2.1. The Description of Protocol Model

Consider the system having N channels and N priorities, the nodes are accessed to the channels randomly by the business priorities of themselves [9]. Assume that the priority sequence is arranged from low to high as priority 1, priority 2... priority N [10]. The service with priority i occupies channel 1 to i (i = 1, 2... N), that is the service with priority 1 occupies channel 1, priority 2 occupies channel 1 and channel 2, and the service with priority N occupies channel 1 to channel N, as shown in Figure 1. The arrival information packets on the channel i subject to the Poisson distribution [11] with arriving rate Gi, the arrival packets of priority r on the channel i subject to the
Poisson distribution with arriving rate $\lambda_i = G_i / (N - i + 1)$. At this point, the system load balancing, the arrival rate of each channel rate is $G_i = G(i = 1, 2, \ldots, N)$.

![Figure 1. The System Model of ACKPPCMA Protocol](image1)

Each user detect channel state before they send the information packets in the channel, if the channel is idle, user persist in sending packets by probability of $p$, and give up by probability of $(1 - p)$. Since it has transmission delay in channels, perhaps more than one user will detect that it is in the idle channel state at the same time, and persist in sending by probability of $p$ at the next timeslot, then, those information packets in this channel will collide with each other, they will be sent again after stepping back several timeslots randomly.

![Figure 2. The Channel Model of ACKPPCMA Protocol](image2)

### 2.2. The Analysis of System Throughput

We adopt the method of average cycle analysis that put forward by Professor Dongfeng Zhao when we analyze the model mentioned above:

Event that information packets sent successfully ($U$);

Event that information packets collide with each other ($B$);

Event that there are no information packets in the channel arrive, the channel is idle ($I$);

According to the Figure 2, we can divide these successful event $U$, collision event $B$ and idle event $I$ into two categories essentially, in order to analyze easily we also divide the state of channel into two kinds, one kind called idle period is the time occupied by successive several idle event $I$, the other called busy circle period is the time occupied by successful event $U$ and collision event $B$, while these two states will appear constantly.

In order to analyze easily, before making an analysis of system performance, we make assumptions about wireless communication system below:
① Assuming that channels are in the ideal state, there is no noise interference in channels;

② Assuming that the maximum transmission delay time is  a , namely, the length of timeslot of the channel is  a , the length of information packet is unit length 1, and it is integral multiple of the length of timeslot  a ;

③ The timeline of system is divided according to unit length of timeslot, the packets arrived at any timeslot will be sent at the starting time of next timeslot;

④ The access method of number \( i (i = 1, 2, \ldots, N) \) channel is timeslot formula p-persistent CSMA protocol, and the arrival process of number \( i \) channel satisfy the Poisson process whose independent parameter is  \( G_i \), each arrival process on the channel is independent of each other;

⑤ The information packet need to send at the first timeslot (time delay  a ) in transmission period TP can always detect the state of channel successfully;

⑥ The collision information packets will be sent again after stepping back several timeslots randomly, and they have no influence on their arrival process.

The probability of no packet deciding to be sent in idle timeslot  a in channel \( i \) is

\[
q_a^0 = e^{-G_i a}
\]  (1)

The probability of only one packet deciding to be sent at idle timeslot  a in channel \( i \) is

\[
q_a^1 = G_i p a e^{-G_i a}
\]  (2)

The probability of no packet deciding to be sent in \((1 + 3a)\) is

\[
q_{1+3a}^0 = e^{-G_i p(1+3a)}
\]  (3)

The probability of only one information packet deciding to be sent in \((1 + 3a)\) is

\[
q_{1+3a}^1 = G_i p (1 + 3a) e^{-G_i p(1+3a)}
\]  (4)

The probability of \( h \) events are continuously idle in channel \( i \) is

\[
p(N_i = h) = (e^{-G_i p a})^{h-1} (1 - e^{-G_i p a})
\]  (5)

The probability of \( k \) events are continuously busy in channel \( i \) is

\[
p(N_{\overline{B}} = k) = e^{-G_i p (1+3a)} (1 - e^{-G_i p (1+3a)})^{k-1}
\]  (6)

So the joint probability [12] of \( h \) events are continuously idle and \( k \) events are busy in channel \( i \) in a cycle period is

\[
p(N_i = h, N_{\overline{B}} = k) = (e^{-G_i p a})^{h-1} (1 - e^{-G_i p a}) e^{-G_i p (1+3a)} (1 - e^{-G_i p (1+3a)})^{k-1}
\]  (7)

According to the expected value of joint probability distribution above, we can calculate that the average number of timeslots occupied by channel \( i \) which is idle in a cycle period is

\[
E(N_i) = \sum_{h=1}^{\infty} \sum_{k=1}^{\infty} h p(N_i = h, N_{\overline{B}} = k) = \frac{1}{1 - e^{-G_i a}}
\]  (8)

The average number of timeslots occupied by channel \( i \) which is busy in a cycle period is
Before calculating the average number of timeslots occupied by information packet sending successful event $U_i$ in a cycle period $T_i$, we first give a definition below:

$U_1$: There are information packets arriving at the last timeslot in idle period, and among them, there is only one packet deciding to be sent by probability of $p$, so this packet will be transmitted successfully at the next timeslot.

$U_2$: There are information packets arriving in busy period, and all these arrived packets will detect the state of channel $i$ continuously until channel $i$ becomes idle, but there is only one packet deciding to be sent by probability of $p$ when channel $i$ is idle, this packet will be transmitted successfully in the next transmission cycle period $TP$.

The average number of timeslots occupied by time $U_1$ in one cycle period $T_i$ is:

$$E(N_{U_1}) = rac{G_i p e^{-G_i p a}}{1 - e^{-G_i p a}}$$

(10)

The average number of timeslots occupied by time $U_2$ in one cycle period $T_i$ is:

$$E(N_{U_2}) = G_i p (1 + 3a)$$

(11)

So the average number of timeslots occupied by event $U$ that information packets sent successfully in channel $i$ in one cycle period $T_i$ is:

$$E(N_U) = \frac{G_i p e^{-G_i p a}}{1 - e^{-G_i p a}} + G_i p (1 + 3a)$$

(12)

According to the analysis, the available length of timeslots occupied by event $U$ that information packets sent successfully in channel $i$ in one cycle period $T_i$ is:

$$E(U_i) = \frac{G_i p e^{-G_i p a}}{1 - e^{-G_i p a}} + G_i p (1 + 3a)$$

(13)

The available timeslots length of $BU$ in channel $i$ in one cycle period $T_i$ is:

$$E(BU_i) = \frac{1 + 3a}{e^{-G_i p (1 + 3a)}}$$

(14)

The available timeslots length of idle event in channel $i$ in one cycle period $T_i$ is:

$$E(I_i) = \frac{a}{1 - e^{-G_i p a}}$$

(15)

According to the computational formula of the systemic throughput:

$$S_i = \frac{E(U_i)}{E(BU_i) + E(I_i)}$$

(16)

We can get the throughput of p-persistent CSMA control protocol with monitoring function in the number $i$ channel:
\[ S_i = \frac{e^{-G_i p (1+3a)} [G_i p a e^{-G_i p a} + G_i p (1 + 3a)(1 - e^{-G_i p a})]}{(1 + 3a)(1 - e^{-G_i p a}) + a e^{-G_i p (1+3a)}} \] (17)

In the \( N \) channels of wireless communication system, because this channel model is a load equilibrium model, so the arrival probabilities of each channel are the same, that is to say:

\[ G_1 = G_2 = G_3 = \cdots = G_i = \cdots = G_N = G \]

Basing on the above analysis and computational formula of the systemic throughput [13]:

\[ S = \sum_{i=1}^{N} \frac{E(U_i)}{E(BU_i) + E(I_i)} \] (18)

The systemic throughput of multi-channel \( p \)-persistent CSMA protocol with monitoring is:

\[ S = NS_i = \frac{Ne^{-Gp(1+3a)}}{13} [Gp ae^{-Gpa} + Gp (1 + 3a)(1 - e^{-Gpa})] \]

(19)

The arrival probability of the business with the priority \( l \) in channel \( i \) is:

\[ \lambda_i = \frac{G_i}{N - i + 1} (r \leq l) \]

Assuming that the length of information packet sent by the business with priority \( l \) successfully in the average cycle period of channel \( i \) is \( E(U_i^{(l)}) (r \leq l) \).

Then according to the above analysis, we can get the throughput of the \( p \)-persistent CSMA protocol with monitoring function with the priority \( l \):

\[ S_{pl} = \left( \sum_{i=1}^{l} \frac{1}{N - i + 1} \right) e^{-Gp(1+3a)} [Gp ae^{-Gpa} + Gp (1 + 3a)(1 - e^{-Gpa})] \]

(20)

\[ D = \left\{ \frac{G(1 + 3a)(1 - e^{-Gpa}) + aGe^{-Gp(1+3a)}}{Ne^{-Gp(1+3a)} [Gp ae^{-Gpa} + Gp (1 + 3a)(1 - e^{-Gpa})]} - 1 \right\}R + 1 + a \] (21)

2.3. The Analysis of System Throughput

On the premise of ACK acknowledge signal can always be transmitted correctly, the retransmitted average time delay time \( R \) include information packet transmission time 1, ACK signal transmission time \( a \), back and forth transmitted time delay 2\( a \), average retransmission time delay \( \delta \), so \( R = 1 + 3a + \delta \). And because \( (G / S - 1) \) is the average value of the number of information packets need to retransmit, so the average time delay of information packet is:

\[ D = \left\{ \frac{G(1 + 3a)(1 - e^{-Gpa}) + aGe^{-Gp(1+3a)}}{Ne^{-Gp(1+3a)} [Gp ae^{-Gpa} + Gp (1 + 3a)(1 - e^{-Gpa})]} - 1 \right\}R + 1 + a \] (21)
2.4. The Analysis of Protocol Energy Consumption

There are three parts consist of the main energetic expense [14, 15] of the system in communication aspect: the energy consumed by detecting channel SPD, energy consumed by sending packets SPS and energy consumed by receiving packets SPR.

Assuming the transmitting power of sensor node is $P_{tx}$, receiving power is $P_{rx}$, the power of detection channel is $P_{dd}$.

For channel $i$, in a channel cycle period $T_i$, the number of busy cycle period $TP_i$ is $E(BU_i) / (1 + 3a)$, while in each $TP$ of busy cycle period $T_i$, the number of terminal nodes of the channel need to be sent and persistently detected by information packets between time “1” and “a” is $(1 + a)G_i$, average detecting time is $1 + 2a$; the number of terminal nodes of the channel need to be sent and persistently detected by information packets in time “a” is $2apG$, average detecting time is $a$. So in $T_i$, the sum of energy consumed by all terminal nodes detecting channels of channel $i$ is

$$SPD_i = G_i[(1 + 2a)(1 + a) + 2a^2p]P_{dd}e^{-(1+2a)(1+3a)}$$  \hspace{1cm} (22)

At the same time, in the $T_i$, there are an average number of $E(U_i) / (1 + a)$ $TP$ having packets transmitted successfully, so the sum of energy consumed by information packets transmitted successfully in receiving channel $i$ is

$$SPR_i = \left(\frac{G_iPae^{-G_ip}}{(1 - e^{-G_ip})(1 + 3a)} + G_iP\right)P_{rs}$$  \hspace{1cm} (23)

In the first $TP$ of busy cycle period, the average number of packets sent in channel $i$ is:

$$ASFi = aG_i$$  \hspace{1cm} (24)

And following $TP$, the average number of packets sent in each $TP$ in channel $i$ is:

$$ASLi = G_i(1 + a + 2ap)$$  \hspace{1cm} (25)

So the sum of energy consumed by all terminal nodes sending information packets in channel $i$ is:

$$SPSi = [apG_i + G_i(1 + a + 2ap)](\frac{G_iPae^{-G_ip}}{(1 - e^{-G_ip})(1 + 3a)} + G_iP - 1)P_{rs}$$  \hspace{1cm} (26)

Because each channel model is a load equilibrium model, so in one channel cycle period, the sum of energy consumed by all nodes in system per unit time is:

$$ECA = \sum_{i=1}^{N} \frac{SPD_i + SPR_i + SPS_i}{E(T_i)} = N \left[ \frac{G_i[(1 + 2a)(1 + a) + 2a^2p]P_{dd}}{e^{-(1+2a)(1+3a)}} + \left(\frac{G_iPae^{-G_ip}}{(1 - e^{-G_ip})(1 + 3a)} + G_iP\right)P_{rs} \right]$$  \hspace{1cm} (27)

$$+ [apG_i + G_i(1 + a + 2ap)](\frac{G_iPae^{-G_ip}}{(1 - e^{-G_ip})(1 + 3a)} + G_iP - 1)P_{rs} / E(T_i)$$

Among them $E(T_i) = E(I_i) + E(BU_i) = 1 + 3a + \frac{a}{e^{-G_ip}(1+3a)}$. 


3. Experiment Analysis

On the basis of conclusion above, we make a computer simulation experiment on multi-channel $p$-persistent CSMA protocol with monitoring function, the experiment conditions are: the channel is in a ideal state of no noise, no disturbance; the arrival probability of channel is $G$, delay time is $a$, the length of information packet is 1.

Figure 3. The Theoretical Values and Simulation Values of the ACKPPCMA Protocol

Figure 4. The Comparison of the System Throughput with Different $p$ for 4 Channels

Figure 5. The Comparison of the System Throughput with Different $p$ for 5 Channels

Figure 6. The Comparison of the Throughput of Each Priority for 4 Channels with $p = 0.05$
As can be seen from Figure 3, the theoretical values are well agree with the simulation values so that proved the correctness of the theoretical analysis. And under the control of the protocol, the system has a higher throughput in the light load, avoiding the waste of channel resources. But when the system load increases, the system throughput will decrease with the creasing of the collision probability.

As can be seen from Figure 4 ~ Figure 8, regardless of the amount of channels in system, systematic throughput and each priority throughput both will change when the system adopt different sending probability $p$. As can be seen from the figure, no matter it is systematic throughput or each priority throughput, viewed from trend of throughput of the curve, when the sending probability is large, the curve’s ascent trend and descent trend both are relatively steep. When the sending probability is small, the curve’s ascent trend and descent trend both are relatively slow, that is to say, the addition of sending probability (value $P$) will lead to overall falling of systematic throughput and priority throughput, this is because the larger the sending probability (value $P$) is, the more information packets will be decided to be sent when the channel is idle, this will result in the addition of the number of collision information packets, lead throughput to decrease. But, when systematic arrival probability get a less value, namely, systematic load is relatively light, the situation of systematic throughput with smaller sending probability is more than it with larger sending probability on the contrary, this is because in the state of systematic load is light, there are less information packets arrive in the system, so there are less information packets will be decided to be sent when the channel is idle, in this
case the possibility of information packets collide with each other in channels decrease, so the probability of information packets sent successfully increase, but if it is a lower sending probability this time, originally there are few information packets arrive at in channels, while these packets giving up being sent with a probability of \((1 - p)\), and \((1 - p)\) is a very large probability, so this will lead channel to be idle and there is no information packets to be decided to be sent, thus causes a waste of resource of channels, reduces the systematic throughput. When the sending probability \((p\) value \()\) gets a value of 1, that’s to say the arrival packets once detect that channel is in the idle state they will immediately be sent, this time this strategy adopted can be considered to be multi-channel 1-persistent CSMA with monitoring function. According to the analysis above we know that, in order to ensure the systematic throughput, it’s very important to choose sending probability’s value \(p\), when businesses with same priority let probability \(p\) take different values, the changes of throughput are also different, with the decreasing of probability \(p\), the maximum value of throughput of businesses with same priority keeps unchanged, the average value will increase. So probability \(p\) can influence channel throughput, if wants channels to get higher utilization rate, then it’s very important to choose a suitable value \(p\). As can been seen from the experiment result, when the load value \(G\) is a bigger value, we should choose the smaller value \(p\), when the load value \(G\) is a smaller value, we should choose the bigger value \(p\), this way can avoid network congestion, at the same time, it can also reduce the collision that caused by the competition among users and raise the throughput and channel utilization rate efficiently.

When the sending probability \(p\) keeps unchanged, the throughput with different priority businesses in system has very obvious differences; the quota of the business throughput with low priority is less than it with high priority. When probability value \(p\) is a constant value, in the system which has multi-channel \(p\)-persistent CSMA wireless local area networks MAC protocol with ACK, the business throughput with larger priority is always higher than it with smaller priority. But the business with low priority can also achieve channel resource, indicating that the system not only can satisfy the higher QoS requirement of business with high priority, but also doesn’t invalidate the business with low priority, meeting each need of varied priority businesses. Figure 9 just explains this point, systematic throughput will also response to increase.

Illustrated by Figure 10, because there are ACK monitoring signals joining in multi-channel \(p\)-persistent CSMA wireless local area networks MAC protocol with ACK, this causes system time delay to increase to some extent. But it decreases the probability of occurring systematic collision, increases the throughput, especially when the system is in a state of light load, systematic throughput performance index shows excellent.

4. Conclusions

This article analyzed a wireless sensor network MAC protocol based on random multiple access: the multi-channel \(p\)-persistent CSMA protocol with monitoring function (ACKPPCMA). By adding a monitoring signal ACK behind the system delay to increase the controllability of the system, reduce the collision probability and improve the channel utilization. Using the average cycle method to make a systematic modeling and mathematical modeling analysis on the ACKPPCMA protocol, gets the mathematical expressions of the system throughput, each priority traffic throughput, the average delay of information packets, the system energy consumption and other performance indicators through rigorous mathematical derivation. The Computer simulation results verify the correctness of the theory. At last, do computer simulation experiments according to work theory of the protocol, the computer simulation results verify the correctness of the theories.
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