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Abstract 

Indoor localization based on existing WiFi signal strength is becoming increasingly 

prevalent and ubiquitous. The user-based localization algorithm utilizes the information of 

the Received Signal Strength(RSS) from the surrounding access points(APs) to determine the 

user position. In this paper, focusing on the development of a user localization uses existing 

WiFi environment for its low cost and ease of deployment. We propose an indoor localization 

of WiFi based on support vector machines(ILW-SVM), and use the bilinear median 

interpolation method(BMIM) to reduce the calibration effort on creating fingerprint map 

while still retaining the accuracy of user localization. According to comparison of accuracy 

of three different kernel functions, choosing the radial basis function(RBF) as kernel function. 

In addition, we also propose improved ILW-SVM algorithm to solve the indoor localization 

that nearest neighbor points are not concentrated. At last, overall comparison of kNN, ILW-

SVM and improved ILW-SVM in consideration of accuracy. Experimental results indicate 

that the proposed algorithm can effectively reduce the calibration effort and exhibit superior 

performance in terms of localization accuracy and stabilization. 

Keywords: WiFi, indoor localization, ILW-SVM, bilinear median interpolation 

method(BMIM), radial basis function(RBF), improved ILW-SVM 

 

1. Introduction 

Recent advances in mobile computing technology and the increasing availability of WiFi 

networks have enabled more accurate localization in indoor environments where Global 

Positioning System(GPS) is less precise. GPS [1-5], has been in service for many years, and 

applied widely. Additionally, GPS receivers' fundamentals have been matured and very close 

to standardization, which enables flexible world-wide receivers manufacturing at low cost. In 

summary, the three main characteristics that make GPS attractive and successful are accuracy, 

universality, and low cost receivers. However, GPS is not reliable in densely-populated urban 

areas and almost unavailable in indoor areas. Many indoor localization algorithms have been 

proposed [6-9], and there has long been interested in the ability to determine the localization 

of the devices given only WiFi signal strength. In many proposed indoor localization 

algorithms, the signal strength measurements from different access points (APs) in a wireless 

local area network (WLAN) are used to infer the localization of indoor mobile devices [10-
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14]. Although there are different choices for the localization measurements methods such as 

time of arrival (TOA) [15-16], time difference of arrival(TDOA) [17], and angle of 

arrival(AOA) [18], received signal strength(RSS) [10, 12], is generally the feature of choice 

for indoor WiFi localization due to its low cost and wide availability without the need for 

additional hardware. 

Indoor localization based on RSS has been extensively studied as an inexpensive 

solution in recent years. RSS can be easily obtained through a WiFi-integrated mobile 

device, without any additional hardware. Several RSS-based indoor localization and 

tracking algorithms have been proposed the utilization of APs' location information [6], 

[19-20], which may be distributed in the complex environment. Recently the most 

studied indoor localization algorithms based on RSS are trilateral localization and 

fingerprint map algorithm. 

The trilateral localization algorithm uses the mainstream logarithmic distance path 

loss model [21-23]. The propagation model points out that whether in indoor or outdoor 

channel, the average received signal power decreases with the logarithm of distance. 

This model has been widely used. For any distance, the path loss is expressed as:  

𝑃𝑟 = 𝑃0 − 10𝑛𝑙𝑜𝑔10
𝑑

𝑑0
+ 𝑋𝜎 

where 𝑑0 is the power measured at a reference distance, 𝑑0 assumed to be of 1 m, d is 

the distance between mobile node and theaccess point, 𝑛  is the path loss exponent, 

𝑋𝜎denotes a Gaussian random variable with zero mean caused by shadowing. Thepower 

is measured at a reference distance, 𝜎 depends on several factors: fast and slow fading, 

antenna gain, and transmittedpower. 

The major challenge for accurate RSS-based localization comes from the variations 

of RSS due to the dynamic and unpredictable nature of radio channel, such as 

shadowing, multipath, the orientation of wireless device, and so on. Thus,instead of 

using a propagation model to describe the relationship between RSS and position, a 

fingerprint map is used to localize mobile devices. Some experiments show that the 

fingerprint map algorithm outperforms the trilateral localization algorithm. 

At present, the most popular RSS-based localization technique is based on fingerprint 

map, [6, 8, 24-25]. When using the fingerprint map algorithm, a commonly used 

method of estimating user location is to find the nearest reference point, using the 

Euclidean distance in signal space. Such a technique generally contains of two phases: 

an offline training phase and an online localization phase. In the offline training phase, 

fingerprint collected from different APs is built accordingly to characterize the 

relationship between the RSS measurements and the locations in the deployment area. 

In the online localization phase, the reference points(RPs) are used to match the 

location of the mobile devices based on the observed real-time measurements. Various 

machine learning methods have been proposed to learn the RSS localization 

relationship and match the indoor localization estimation problem. Most of these 

methods aim to achieve high localization accuracy. A large number of RPs need to be 

collected for better performance, implying a great calibration effort.  

In this paper, we propose the ILW-SVM based on theory of support vector machines 

(SVM) to process the signal strength measured by the mobile devices to match the 

fingerprint database. The SVM classifies data by finding the best hyperplane that 

separates all data points of one class from those of the other. The best hyperplane for an 

SVM means the one with the largest margin between the two classes. Margin means the 

maximal width of the parallel to the hyperplane that has no interior data points. 

Classification of the fingerprint database can obtain optimal nearest neighbor points. 
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We have applied the proposed algorithm based on Libsvm, which is a fast and 

efficient general SVM software package, designed and developed by the National 

Taiwan University Lin Chih-Jen. The implementation has shown that the proposed 

algorithm is able to estimate the location in real time with more precise localization.  

The remainder of this paper is organized as follows: A brief description of related 

work is presented in Section 2. Section 3 describes the ILW-SVM algorithm in detail. 

Reconstruction of the fingerprint map by bilinear median interpolation method  and the 

improved ILW-SVM theory are detailed in Section 4. The experiment results and 

evaluation through implementations are listed in Section 5. Finally, Section 6 concludes 

the paper. 

 

2. Related Work 

The SVM theory is a new and promising technique for data classification and 

regression. It is a tool for statistical analysis and machine learning, and it performs very 

well in many classification and regression applications. SVM has been used extensively 

for a wide range of applications in science, medicine, and engineering with excellent 

empirical performance [26].The theory of SVM is found in [27-28]. Support vector 

classification(SVC) of multiple classes and support vector regression(SVR) have been 

used successfully in localization estimation [13, 29-31]. Most of these methods aim to 

achieve high localization accuracy. 

In [13], Zhili Wu tackled the GSM localization problems through machine learning 

approaches. The paper considers the direct application of the GSM system for location 

estimation that relies only on signal strength and there is no need for implementing new 

special equipment in the GSM network to fulfill the localization task. Considering the 

estimation as a missing value learning problem, they have tested the kernel-based support 

vector regression with different kernels. 

In [29], Ling Pei presents an indoor navigation solution by combining physical 

motion recognition with wireless positioning. Twenty-seven simple features are 

extracted from the built-in accelerometers and magnetometers in a smartphone. Eight 

common motion states used during indoor navigation are detected by a Least Square 

Support Vector Machines (LS-SVM)classification algorithm, e.g., static, standing with 

hand swinging, walking normally while holding the phone in hand, walking normally 

with hand swinging, fast walking, U-turning, going up stairs, and going down stairs. 

Despite the fact that the motion recognition solution proposed in this paper provides 

correct motion recognition up to 95.53%. In the test cases, the motion behavior varies 

from person to person. More people will be involved to test the motion recognition 

algorithms and determine the most useful features for classification. 

In [30], Duc A. Tran proposes LSVM, a novel solution that satisfies the requirements 

above, offers fast localization, and alleviates the border problem significantly. LSVM is 

also effective in networks with the existence of coverage holes or obstacles.  LSVM 

localizes the network using the learning concept of Support Vector Machines. The 

LSVM algorithm is suitable for networks of larger scale because it is based on 

connectivity rather than direct signal strength. They define the kernel function and 

categorize the sensor nodes, a strategy to apply the classifiers, and a theoretical bound 

analysis on the localization error. 

In [31], they presents a wireless network location determination system based on 

SVM, and this system has been applied in laboratory. The working procedure of the 

localization can be divided into two phases: offline phase and online phase. In the 
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offline phase, storing the information into the database, the location inference system 

will retrieve the relevant information as the training data for SVM to train the model for 

inference purpose. Because SVM requires that each data instance is  represented as a 

vector of real numbers, the client identity will he converted into numeric data when 

being stored as the training data for SVM. In the online phase, converting the received 

information as the input format of SVM, and SVM will  use the model trained in the 

offline phase to infer the location of the wireless client according to these information.  

In this paper, the propose ILW-SVM based on the fingerprint map for localization. In 

the online localization phase, classification of fingerprint database uses the theory oh 

SVM. When the same nearest neighbor points are concentrative, the ILW-SVM can 

achieve high accurate. Besides sometimes the same nearest neighbor points are 

dispersive, the localization accuracy is unstable. In order to solve this problem, the 

improved ILW-SVM algorithm is proposed, which provides a novel framework for 

WiFi localization with high accuracy and stabilization. The proposed algorithms are 

exhibited in the simulation study. 

Focusing on how to significantly reduce the offline calibration effort while still 

achieving high accuracy in localization estimation. Many researchers try to find the best 

method to overcome the problem of calibration effort. The accuracy goes down with 

reduced calibration data, so they have to make trade-off between accuracy and effort. In 

[6], they try to reconstruct the fingerprint map form measurements at only a small 

number of fingerprints, and in [8], a hybrid generative/discriminative semi-supervised 

learning algorithm is proposed that utilizes a large number of unlabeled points to 

supplement a small number of labeled points. 

In this paper, we propose the bilinear median interpolation method (BMIM) to solve 

this problem, the BMIM is based on fingerprint map with initial cell grid. Empirical 

experiments show that proposed algorithm gain high accuracy while improving the 

fingerprint map grid size with BMIM, which reduces the effort on offline calibration 

effort. Furthermore it is simpler than [6, 8], algorithm. 

 

3. Indoor Localization System 

The proposed ILW-SVM algorithm based on the traditional fingerprint method is 

developed. As mentioned, the proposed algorithm consists of two phases: an offline 

training phase, and an online localization phase. In the offline training phase, RSS 

readings are collected on a grid of RPs, the received signal strength information is 

interpolated with the BMIM, and eventually stored in fingerprint database. The online 

localization phase includes: measuring real-time RSS with mobile devices, finding out 

the facing orientation of mobile device by compass sensor, which is owned by most 

smart mobile devices, and then estimating localization with the ILW-SVM algorithm. 

3.1. Offline Training Phase 

 

3.1.1 Building Fingerprint Database 

During an offine training phase, the time samples of RSS readings are collected at known 

locations, referred to as the reference points, by pointing the mobile device to different 

orientations, (i.e., north, south, east, west). The raw set of RSS time samples collected from 

AP i at RP j with orientation o is denoted as {r_(i,j)^((o) ) (t),t=1,⋯ ,q,q>1}, with the q 

representing the total number of time samples collected. Then, the average of the RSS time 

samples is computed and stored in a database, known as the radio map. Such fingerprint map 

can be represented byΨ(𝑜): 
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𝛹(𝑜) =

(

 

𝛾1,1
(𝑜)

𝛾2,1
(𝑜)

⋮

𝛾𝐿,1
(𝑜)

𝛾1,2
(𝑜)

𝛾2,2
(𝑜)

⋮

𝛾𝐿,2
(𝑜)

⋯
⋯
⋱
⋯

𝛾1,𝑁
(𝑜)

𝛾2,𝑁
(𝑜)

⋮

𝛾𝐿,𝑁
(𝑜)

)

  

Where {𝛾𝑖,𝑗
(𝑜)
=

1

𝑞
∑ 𝛾𝑖,𝑗

(𝑜)
(𝑡)

𝑞
𝑡=1  isthe average of RSS readings(in dBm scale) over time 

domain from 𝐴𝑃𝑖  at 𝑅𝑃𝑗 withorientation o, for i = 1,2,⋯ , L, j = 1,2,⋯ , N , and o ∈ σ =

{north, south, east,west}.L is the total number of APs thatcan be detected, and N is the 

number of RPs. The columnsof Ω(𝑜),radio map vectors, represent the RSS readings ateach RP 

with a particular orientation o, which can be referredto as 𝛾𝑗
(𝑜)
= [𝛾1,𝑗

(𝑜)
, 𝛾2,𝑗
(𝑜)
, ⋯ , 𝛾𝐿,𝑗

(𝑜)
]𝑇 , 𝑗 =

1,2,⋯ ,𝑁,where thesuperscript T denotes transposition. 

 

3.1.2. The Bilinear Median Interpolation Method (BMIM) 

In order to reduce the offline calibration effort while still achieving high accuracy in 

localization estimation. We interpolate and determine the value in the blank spot areas. 

As expected, the accuracy goes down with reduced calibration data, the BMIMis 

proposed to overcome this problem, the BMIM not only reduces the calibration effort, 

but also improves the accuracy as being proved in Section 5.5. 

The main idea of the BMIM is a linear interpolation in two directions. In the paper, 

using interpolation in the vertical at first, and then interpolation in the horizontal next. 

There are four fingerprint maps representing the four directions of RSS. The 

interpolation function Δ(𝑜) is denoted as: 

 

𝛥(𝑜) =
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0

)

 
 
 
 
 
 
 
 

 

Since the initial fingerprint map with the initial grid size is not  accurate enough, after 

interpolation by the BMIM, we just get the ultimate fingerprint map, and the concise 

representation is as follows: 

𝛺(𝑜) =

(

 

𝑀1,1
(𝑜)

𝑀2,1
(𝑜)

⋮

𝑀2𝐿−1,1
(𝑜)

𝑀1,2
(𝑜)

𝑀2,2
(𝑜)

⋮

𝑀2𝐿−1,2
(𝑜)

⋯
⋯
⋱
⋯

𝑀1,2𝑁−1
(𝑜)

𝑀2,2𝑁−1
(𝑜)

⋮

𝑀𝐿,2𝑁−1
(𝑜)

)

  

 

Where M𝑖,𝑗
(𝑜)

 is the RSS of 𝑅𝑃𝑖,𝑗  with the orientation o , for i = 1,2,⋯ ,2L − 1, j =

1,2,⋯ ,2N − 1, and o ∈ σ = {north, south, east,west}. 
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3.2. Online Localization Phase 

The actual localization of the mobile devices take place in the online localization 

phase. During the online localization phase,the RSS measurement vector is denoted as:  

ω𝑟
0 = [𝜔1,𝑟

𝑜 ,⋯ , 𝜔𝐿,𝑟
𝑜 ]𝑇 

Where{ω𝑘
0, k = 1,2,⋯ , L}, is collected by the mobile device in o orientation. We only 

select the maximum RSS value as localization evaluation standard, and determine the 

orientation of the mobile device by compass sensor, and match data  base using ILW-

SVM algorithm. According to ILW-SVM algorithm, the database should be divided into 

two categories by optimal hyperplane. The algorithm will be described in details in the 

following Section 4.1. 

In majority situation, there are some same value reference points in the fingerprint 

map when the fingerprint database is large. It is unstable for localization by the ILW-

SVM algorithm. So we propose the improved ILW-SVM algorithm, and collecting the 

real-time RSS ω𝑟 by mobile devices. Since ofω𝑟is easily influenced by environmental 

factors, before matching fingerprint map, we expand the real-time data asω𝑟 ± 𝜉 , 

separate ω𝑟 ± 𝜉 form fingerprint database Ω by ILW-SVM algorithm, and then obtain 

the nearest neighbor data 𝜔𝑖, and Ω ∩ 𝜔𝑖 ∈ (𝜔𝑟 ± 𝜉), where 𝜉 is signal fluctuation factor. 

At last, on the basis of𝜔𝑖 , using centroid algorithm to achieve more accuracy 

localization, the detailed introduction in Section 4.2. 

 

4. Increasing Localization Accuracy by Using ILW-SVM 

In order to enhance accuracy of indoor localization, we empirically study the effect 

of reducing the calibration effort on the fingerprint map by interpolating new map with 

smaller grid size, which uses the BMIM. And according to collected real -time RSS to 

match fingerprint database by the ILW-SVM algorithm. In the following content, the 

ILW-SVM algorithm will be introduced in detail. 

4.1. Support Vector Classification Model 

In this paper, based on the real-time measured RSS, the proximate real-time 

measured data is classified from the fingerprint database. Assume that the fingerprint 

database is defined as Ω, the measured real-time RSS date is defined as 𝜔𝑟
𝑜 , we separate 

𝜔𝑟
𝑜form fingerprint database Ω by SVM. 

Support Vector Machines is an efficient method to solve classification problem. In 

the case of finite data space, steps taken  typically in SVM are as follows: 

If we carry out nonlinear transformation characteristics of x, the new feature is 

described asz = φ(x), and the new featurespace structure of SVM decision function is:  

f(x) = sgn(𝜔𝜑 ∙ z + b) = sgn(∑𝑎𝑖𝑦𝑖(φ(𝑥𝑖) ∙ φ(x))

𝑛

𝑖=1

+ b) 

Define the kernel function K(x, z) = exp (−
||𝑥−𝑧||

2

𝛿2
) = 𝜑(𝑥𝑖) ∙ 𝜑(𝑥𝑗) 

Support vector machines in transformation space can be written as:  

f(x) = sgn(∑𝑎𝑖𝑦𝑖K(𝑥𝑖 ∙ x)

𝑛

𝑖=1

+ b) 

Among them, the coefficient α is the optimal solution of the problem: 
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𝑚𝑎𝑥𝑎𝑄(𝑎) =∑𝑎𝑖

𝑛

𝑖=1

−
1

2
∑ 𝑎𝑖𝑎𝑗𝑦𝑖𝑦𝑗K(𝑥𝑖 ∙ x))

𝑛

𝑖,𝑗=1

 

s. t.    ∑𝑦𝑖𝑎𝑖

𝑛

𝑖=1

= 0 

0 ≤ 𝑎𝑖 ≤ 𝐶, 𝑖 = 1,⋯ , 𝑛 
b is obtained through support vector formula: 

𝑦𝑖 (∑𝑎𝑖K(𝑥𝑖 ∙ x)

𝑛

𝑖=1

+ 𝑏) − 1 = 0 

From computational perspective, regardless of how much transform space dimension 

ofφ(x) is, the linear support vectormachines can be carried out in the original space by 

kernel function, which avoids the computation of high dimensional space, and 

complexity of kernel function computing and inner product does not increase 

substantially. 

4.2. Localization Based on Improved ILW-SVM 

The major challenge for accurate RSS-based localization comes from the variations 

of RSS due to the dynamic and unpredictable nature of radio channel, such as 

shadowing, multipath, the orientation of wireless device. In order to develop accuracy 

of the real-time RSS, we expand the scope of RSS value, and then classify them with 

ILW-SVM. 

After classification by SVM, the fingerprint database is divided into two parts, each 

represents the nearest neighbors of the real-time measured data in the whole database 

and is described as 𝜔𝑖 = 𝑅1, 𝑅2, ⋯ , 𝑅𝑖, There is one-to-one correspondence between 

each fingerprint and location. Online measurement of RSS is ω𝑟. 

Given a calculation space distance function in the signal Dist(; ), the process of the 

nearest neighbor method can bedescribed as selecting a shortest distance signal 

reference fingerprint j: 

Dist(𝜔𝑖, 𝑅𝑗) ≤ Dist(𝜔𝑖, 𝑅𝑖), ∀ i ≠ j 

While the signal distance can be described as L𝑝 by a weighted distance: 

L𝑝 =
1

𝑣𝑎
(∑

1

𝛽𝑖
||𝛾𝑖 −𝑁𝑖||

𝑝

𝑁𝑎

𝑖=1

)
1

𝑝 

Where 𝑣𝑎  is the dimension of search space (or the number of APs system is 

deployed), 𝛽𝑖  is weighted factor, 𝑝  is normparameter, while 𝑝 =  2 , this distance is 

called the Euclidean distance. 

According to the nearest neighbor data𝜔𝑖, 𝑖 = 1,2,⋯ , 𝑛is obtained form Ω, we can 

further improve the localization accuracy by centroid algorithm , and the localization 

formula is as follows: 

{
 
 

 
 𝑥̂ =

1

𝑛
∑𝑥𝑖

𝑛

𝑖=1

𝑦̂ =
1

𝑛
∑𝑦𝑖

𝑛

𝑖=1
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Where (𝑥𝑖 , 𝑦𝑖)  is the coordinate of i-st reference point that is one of the nearest 

neighbors of the real-time measured data.(𝑥, 𝑦̂)is the final result of localization. 

 

5. Experiment Results and Evaluation 

In this section, we evaluate the effectiveness of the proposed algorithm. To 

demonstrate the advantage of the ILW-SVM algorithm, and compare it with the based-

kNN(k nearest neighbor) fingerprint localization method, the accuracy descriptions of 

which can be found in Section 5.6. The purpose of comparing ILW-SVM with the kNN 

is to evaluate the performance has been improved in this experimental platform. The 

goal of comparing ILW-SVM with improved ILW-SVM is to experimentally reveal that 

improved ILW-SVM can obtain higher accuracy than ILW-SVM. In Section 5.5, we 

also analyze the error of BMIM. In addition, the numerical results presented in Section 

5.5 and 5.6 validate the correctness of improved ILW-SVM. 

5.1. Experimental Platform Building 

We perform the experiment in the 2-D simulated area. The total dimension of area is 

100 ×100 meters. Assume that thearea is equipped with WiFi environment. To structure 

the fingerprint map, the environment is modeled as a space of 25 grid locations, each 

grid is 4 × 4 meters(besides the edge of grids). This size is chosen as starting cell grid 

size, then interpolateit to make more detailed map with the BMIM. Since we think that 

training data on too many locations on offline phase is impractical, attempt to calibrate 

in few locations and interpolate all the other data on grid points with our model. In the  

experiment environment, we collect RSS in the center of each grid, and consider them 

as RPs. 

In this paper, we classify the fingerprint database by Libsvm, the general steps of the 

Libsvm is: 

 In accordance with the requirements of Libsvm software package format the 

data sets. 

 Scale the data simply. 

 Select the kernel function. 

 Use the cross validation to choose the best parameters. 

 Obtain the support vector machine model by training the whole training data 

sets with the optimum parameters. 

 Test and predict with the obtained model. 

5.2. Reconstruction Fingerprint Map by BMIM 

In order to reduce the number of RPs, we propose the BMIM to reconstruct the 

fingerprint map, the detailed algorithm is in Section 3.1.2. After interpolation, the 

reference points from 25 to 81 are shown in Figure 1. 
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  (a) 25 RFs  (b) 81 RFs after interpolation 

Figure 1. Reconstruction of the Fingerprint Map by Interpolation 

5.3. Performance of ILW-SVM algorithm 

The concept of the ILW-SVM algorithm, which is originally developed for 

classification problems, is the use of hyperplanes to define decision boundaries, 

separates data into different classes. The ILW-SVM is able to handle both simple and 

linear classification tasks, as well as more complex, i.e., nonlinear classification 

problem. The idea of ILW-SVM is to map the original data from the input space to a 

high dimensional, or even infinite-dimensional, the classification problem becomes 

simpler in the feature space. 

How to change the original training data into a linear space in the feature space, is 

the basic function of kernel function in SVM. So the kernel function is the key point of 

the ILW-SVM algorithm. The basic kernel functions are studied in the following three 

forms: 

 Polynomial SVM of degree d: K(x, z) = (ζ + 𝑥𝑇z)𝑑 , 𝜁 ≥ 0 

 Radial basis function (RBF): K(x, z) = exp (−
||𝑥−𝑧||

2

𝛿2
) 

 sigmoid function: K(x, z) = tanh (𝑘1𝑥
𝑇z + 𝑘2)

𝑑 

Where K(,) is positive definite for all 𝛿  values in the RBF kernel case, and ζ> 0 

values is in the polynomial case, butnot for all possible choices of 𝑘1, 𝑘2 in the sigmoid 

function case. Such kernel transform the original data into a higherdimensional feature 

space, where they are separable by a hyperplane in this feature space.  

According to the pattern recognition theory, the low dimensional space linearly 

inseparable pattern through nonlinear mapping into a high dimensional feature space, it 

may realize linearly separable, but if we use this technique for classi fication or 

regression in high dimensional space directly, there exists nonlinear mapping function 

form, parameters, the dimension of the feature space and other problems, and the largest 

disorder is the curse of dimensionality in high dimensional feature space. The 

technology of kernel function can solve this problem efficiently. 

As a modular method, kernel function can be divided into two parts -kernel function 

design and algorithm design. See the details below: 

 Collect, collate and standardize the sample data. 

 Select or construct kernel function. 

 Transform the sample data into kernel matrix with kernel function. This step is 

equivalent to input of data into a high dimensional feature space with a nonlinear 

mapping function. 

 Apply various linear algorithm based on kernel matrix in the feature space. 
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 Obtain a nonlinear model of the input space. 

 

5.3.1. Performance of different kernel functions 

Classification of data uses three different kernel functions by Libsvm as the 

following Figure 2. 

 

 
(a) Polynomial function    (b) Radial Basis Function(RBF)  (c) Sigmoid Function 

Figure 2. Performance Different Kernel Function 

We can get that the radial basis function (RBF) achieve the best classification form 

the above figure easily. So we choose the RBF as the classification of function in this 

study. 

 

5.3.2. Performance of RBF 

Since there exist multiple same RSS in the fingerprint database when the database is 

large enough, we will discuss more of the same value problem later. In Figure 3, it is 

easy to achieve high accuracy when the same value reference points are concentrative. 

 

 

(a) Single Same Point(b) The Same Two Points (c) The Same Three Points 
 

 

(d) The Same Four Points     (e) The Same Five Points (f) The Same Six Points 

Figure 3. Performance of RBF 
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5.4. Improved ILW-SVM: Expanded Real-time Measurement of RSS 

In addition to the above situation that all the same value RPs around the testing point, 

sometimes the same value finger print points are not around the testing point as is 

shown in Figure 4 (a)(b)(c). Base on Section 4.2. We classify the database into two 

parts with improved ILW-SVM algorithm as following Figure 4 (e)(f)(g). 

 

 

(a) The Same Four Points (b) The Same Five Points (c) The Same Six Points 
 

 
(d) The Same Four Points (e) The Same Five Points (f) The Same Six Points 

Figure 4. Improved SVM Modified Real-time Measurement of RSS 

5.5. Error Analysis of the BMIM 

In the paper, we use the BMIM algorithm to reconstruct the fingerprint map as 

introducing in Section 3.1.2. According to Section 5.3.2, we know that it is most 

accurate using RBF than other kernel functions, and based on RBF, the accuracy of  

comparison is made before(Figure 5(a),(b),(c)) and after(Figure 5(e),(f),(g)) using the 

BMIM, and the results are shown in Figure 5. 

The localization area using BMIM is smaller than the area without using BMIM seen 

obviously from Figure 5. So it iseasy to demonstrate the BMIM which is very important 

to improve the localization accuracy. 

 

 

(a) Original Fingerprint-1 (b) Original Fingerprint-2 (c) Original Fingerprint-3 
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(d) Interpolation of Fingerprint-1 (e) Interpolation of Fingerprint-2 (f) Interpolation of 
Fingerprint-3 

Figure 5. Error Analysis of the BMIM 

5.6. Comparison of Localization Error 

The goal of conducting this experiment is to compare the proposed improved ILW-

SVM algorithm against the ILW-SVM and kNN algorithm to understand the accuracy 

of the three algorithms in different number of same value RPs. We compare the 

accuracy with different algorithms in same data. The same value of different numbers 

of reference points are using for localization in Figure 6. 

 

 

Figure 6. Comparison of Localization Error 
 

We can learn that, based on Figure 6, the improved ILW-SVM algorithm achieves the 

highest accuracy of three algorithms. The average error of ILW-SVM is lower than 

kNN, in addition to the situation of five and seven same value of reference points. 

Sometimes the nearest neighbor points are not concentrated, the stabilization of the 

ILW-SVM is bad, to solve above situation, the improved ILW-SVM is proposed, and it 

can solve this problem well as knowing in Figure 6 distinctly. Comprehensive 

performance comparison, the improved ILW-SVM achieves the best performance. 

 

6. Conclusion 

In this paper, we propose the ILW-SVM algorithm for indoor localization. First of 

all, according to the fingerprint map and real-time measured RSS, classification of data 

uses the theory of SVM that finds out the best hyperplane, separating the nearest 

neighbor points from all data points, and then localization uses centroid algorithm. In 

the ILW-SVM experience, three kernel functions are used in classification of 
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fingerprint database, RBF obtain highest accuracy of them, and RBF is used in the 

ILW-SVM. In addition, we use the BMIM to reduce the offline calibration effort for the 

indoor localization. To solve the situation of the same value of reference points are not 

concentrative, the improved ILW-SVM algorithm has been presented. Experimental 

results show that our proposed algorithm can greatly reduce the calibration e ffort but 

still achieves superior localization accuracy. 

In the future, we plan to improve this algorithm to apply it in more fingerprint 

database, and selecting parameter optimization of kernel function is also our key work. 

Moreover, we intend to test the validity of proposed algorithm in other  complex 

building with many rooms and floors. 
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