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Abstract 

Satellite network, especially low earth orbit (LEO) satellite network, which has advantages 

of global coverage and short round-trip time (RTT), has played an increasingly important 

role in the future generation of global communication network. Due to fast velocity, frequent 

handover and time-varying topology, designing effective routing algorithm for LEO satellite 

network has always been challenging. An Agent-based distributed Routing Algorithm with 

Traffic Prediction (TPARA) is proposed in this paper. TPARA algorithm, which fully takes 

traffic density of the surface of the Earth into account, consists of two parts: traffic prediction 

and routing decision. In the former, not only the heterogeneity of traffic on the ground is 

considered, but upcoming traffic from terrestrial terminals is predicted using an improved 

Kalman filtering as well. In the latter, mobile agents (MAs) are used to explore satellite 

network and collect routing information. The ultimate routing decision is determined by both 

current status and future status of satellite network. Simulation results show that, compared 

with the classical algorithm of ACO, TPARA not only has shorter delay, but alleviates 

congestion as well. 
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1. Introduction 

The next generation of communication network will be featured by wireless mobility, 

global coverage and broadband high-speed transmission. Compared with geostationary orbit 

(GEO) and medium earth orbit (MEO) satellite systems, LEO satellite system has shorter 

transmission delay, low propagation loss and globally seamless coverage (especially, 

coverage of polar zones). In addition, as satellite network is able to connect terrestrial 

networks with aerospace communication platforms and different wireless terminals, LEO 

satellite network will be the indispensable infrastructure of the globally integrated 

communication network oriented to the future [1-2].  

In LEO satellite system, satellites directly communicate with each other through inter-

satellite links (ISLs) on which the data packets and signaling are simultaneously transmitted. 

However, as LEO satellite network is usually composed of tens of satellite on several orbits, 

its routing problem is more complicated than GEO and MEO satellite networks. On one hand, 

LEO satellite with high velocity leads to time-varying and dynamic topology, as result, ISLs 
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will frequently break or recover. On the other hand, since broadband multimedia services will 

dominate the future LEO satellite network, drastically increasing traffic will overload or 

congest satellite nodes. Due to these factors, designing effectively adaptive routing algorithm 

for LEO satellite network is highly imperative [3-4].  

Considering above characteristics of LEO satellite network, this paper proposes an agent-

based distributed routing algorithm with traffic prediction (TPARA). In TPARA, based on the 

space-time distribution of traffic on the surface of the Earth, an improved Kalman filtering is 

presented to predict imminent traffic in satellite nodes, while mobile agents take charge of 

collecting network information. The routing decision is not only dependent on the current 

status, but the future status of the network. When traffic is sharply changes, it can be 

predicted by TPARA, and then a traffic notification can be received by satellite node. 

Consequently, the adjacent satellite nodes increase or decrease traffic to be sent to the node so 

that congestion (overload) and underload of node can be alleviated.  

 

2. Related Work  

In recent years, some routing algorithms for LEO satellite network have been 

proposed.  

In early stage, inspired by ATM (Asynchronous Transfer Mode) technique, many 

researches were generally concentrated on connection-oriented routing algorithms [5-

7]. Concretely, according to the topological periodicity of LEO satellite network, its 

continuous and time-varying topology can be decomposed into a series of static 

topological slices so that dynamic routing can be transformed into periodically static 

routing. These algorithms use offline computations, and satellites only serve as 

transponder, while the optimal paths from source node to destination node are only 

computed on the ground station. Satellite node only forwards packets according to 

routing tables. However, these algorithms are less robust more often than not due to 

frequent handover in LEO satellite network. In addition, centralized-processing in 

ground station for routing computation can not adapt to the overwhelming increase of 

multimedia and interactive traffic. Therefore, distributed and adaptive routing 

algorithms become highly indispensable and inevitable.  

With the development of IP (Internet Protocol) technique oriented to non-connection, 

the routing algorithms based on satellite IP are widely developed. The key point of this 

type of routing algorithms lies in the routing on ISLs. Many algorithms were proposed 

such as [8-10]. They adopt logical address [8-9] or cell address [10], and then their 

routing strategy is converted into finding the shortest path, but the shortest path may 

not be the optimal path because the satellite node on the shortest path may be 

overloaded or congested. Therefore, balanced-load based routing algorithms draw 

researchers’ more attention.  

[11] and [12] proposed routing algorithms based on load balance. The former 

mitigates congestion through bypassing the congested node, while in the latter satellite 

node continuously monitors its own status and notify its adjacent nodes to adjust traffic 

load. Both the algorithms only consider traffic optimization on transmission path and do 

not take the unevenness of traffic on the surface of the Earth into account at all. 

According to most of previous researches, balancing-load routing algorithms mainly 

focus on adjust of traffic in satellite node to avoid congestion. However, the root cause 

behind congestion is never been considered in literature. From the perspective of 

system, congestion in LEO satellite network is highly related to the distribution of 

traffic on the ground such that balancing-load routing algorithms is extremely 
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meaningful for the satellite node of which below sub-satellite point the traffic load 

changes sharply.  

To cope with dynamic environment, artificial intelligent (AI) has been proposed 

which imitates behaviors of some animals by means of computation. In addition, with 

the explosive increase of multimedia traffic, QoS (Quality of Service) is another 

essential component for routing algorithms named QoS routing, which have multiple 

QoS constrains. Combined with multiple QoS constrains, many routing algorithms 

based on AI have been proposed, such as artificial neural networks [13-14], genetic 

algorithms [15-16], ant colony optimization (ACO) [17-18] and particle swarm 

optimization [19-20]. Compared with previous work, routing algorithms based on AI 

have the advantages of adaptation self-organization and self-learning. However, few 

current algorithms integrate AI with traffic prediction and balance. As described before, 

traffic balance is only focused on satellite node and ISLs by adopting passive traffic 

adjust without considerations of ground traffic distribution and traffic prediction. 

Especially, traffic prediction, as a sort of proactive scheme, can estimate the upcoming 

traffic and take adequate measure in advance to avoid congestion.  

In view of above analyses, a novel distributed routing algorithm based on AI with 

traffic prediction and balance is proposed. Multi-agent is introduced into the algorithm 

to realize distributed and adaptive functions. Two improvements are highlighted in the 

algorithm: one is an improved adaptive filtering is adopted to predict traffic; another is 

the density of traffic on the ground being considered. Mobile agents explore and collect 

routing information, while the ultimate routing decision is determined by both current 

status and future status of satellite network.  
 

3. Overview of Agent-Based Distributed Routing Algorithm with Traffic 

Prediction (TPARA) 
 

3.1. Topology Model of LEO Satellite Network 

As used in our previous papers [21-22], the Iridium constellation is utilized in this 

paper. The Iridium system is composed of six separate orbit planes and each plane has 

eleven satellites. Thus, each satellite has four neighbor satellites: two in the same orbit 

plane while the other two in two neighbor orbits. The links between two satellites in the 

same orbits are called intra-plane ISLs, while the links between satellites in different 

planes are called inter-plane ISLs. In other words, each satellite has four ISLs. When a 

satellite flies above the Polar Regions, due to the relative speed between satellites and 

the Doppler frequency shift, inter-plane ISLs will be broken or recovered.  

 

3.2. Traffic Prediction in TPARA 

Routing in satellite network is an optimization problem in essence that can be 

divided into two associated parts: path exploration and path maintenance. Each routing 

algorithm need to collect the information of network status for routing decision. 

However, collecting such information always lags behind the change of network status 

that routing decision strategy has to use hysteretic information. Therefore, if routing 

information can be forecast, the performance of the routing algorithm will be enhanced.  

According to historical data, prediction is a proactive process using proper methods 

and techniques to estimate the future status. By now, statistical regression analysis, 

time series forecasting, neural networks and wavelet prediction have been commonly-

used prediction algorithms. As satellite network covers entire surface of the Earth, the 
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local time of sub-satellite point, population distribution and the level of economic 

development are more often than not so different that result in the unevenness of traffic 

on the surface of the Earth. In addition, the diversity of topography also influences 

traffic distribution in satellite network. For example, when satellite continuously flies 

over continents and oceans, traffic below sub-satellite point is often drastically time-

varying. These factors and the nonlinear combination of these factors make traffic 

prediction for satellite network so complicated that a well -performed prediction 

algorithm is imperative. As our previous work, an improved Kalman filtering algorithm 

is proposed [23] and it has satisfactory prediction results for stochastic and time-

varying environments. Therefore, the filtering algorithm is adopted in this paper for 

traffic prediction in satellite network.  

 

3.3. Application of Multi-Agent System 

Traditionally, previous routing algorithms are prone to a certain specific background, 

resulting in that they are difficult to be extended or applied to other conditions. Recent 

years, distributed AI has been widely adopted in routing algorithms because it is well 

adaptive to large-scale, open and dynamic environment. Thereinto, multi-agent is an 

important branch of distributed AI. In multi-agent system, different agents are 

responsible for different subtasks and work cooperatively to finish a complete task. The 

final goal of multi-agent system is that using different agents optimize resource 

utilization. In this paper, mobile agent is applied to routing algorithm which is divided 

into several subtasks being finished by different agents.  
 

4. Traffic Prediction and Traffic Distribution 
 

4.1. Traffic Prediction 

Kalman filtering (KF) can be expressed by a state equation and an observation 

equation, i.e.,  

( 1) ( 1, ) ( ) ( )n n n n n   X F X w                                             (1) 

 

( ) ( ) ( ) ( )n n n n y C X v                                                    (2) 

where, ( )nX  is the 1M   state vector; ( 1, )n nF is the M M  state transition matrix; 

( )nw  is the 1M   state noise vector. ( )ny  is the 1N   observation vector; ( )nC  is the 

N M  observation matrix; ( )nv  is the observation noise.  

It is supposed that prediction is based on measurement being taken every interval  . Let 

( )x n  denote the traffic at time n , then '( )x n  denotes the first-order differential of ( )x n . If   

is small enough, the following formula can be obtained  

( ) ( 1) '( 1)x n x n Tx n                                               (3) 

Similarly, the change rate of the traffic rate ''( )x n  can be expressed as  

'( ) '( 1) ''( 1)x n x n Tx n                                                 (4) 

As many stochastic factors influence the change the traffic velocity, noise is modeled as  

''( )1 ( )x wn n                                                           (5) 
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Therefore, according to (1)-(5), ( 1, )n nF , ( )nw  and ( )nC  can be given by  

 
1 0

1, 0 1
0 0 0

T
n n T

 
  
  

F                                                     (6) 

 

 
T

( ) 0 0 ( )n w nw                                                  (7) 

 

 ( ) 1 0 0n C                                                    (8) 

Consequently, the observation equation (2) becomes the following form 

( ) ( ) ( ) ( )y n n n v n C X                                                   (9) 

Let 1
ˆ ( )nX  and 2

ˆ ( )nX  denote the estimates of ( )nX  derived from (1) and (2), i.e.  

1 1
ˆ ˆ( ) ( 1)n n X FX                                                      (10) 

2
ˆ( ) ( )y n nCX                                                         (11) 

Considering a linear combination of the two estimates (10) and (11), shown by  

1 2
ˆ ˆ ˆ( ) [ ( )] ( ) ( ) ( )n n n n n  X I A X A X                                        (12) 

where, ( )nA  is a M M  weight matrix that ( ) ( ) ( )n n nA m C . The estimated error vector 

( )nξ  of the state vector ( )nX  can be expressed as 

1
ˆ ˆ( ) ( ) ( ) [ ( ) ( )][ ( ) ( )] ( ) ( )n n n n n n n n v n     ξ X X I m C X X m                       (13) 

Then, the correlation matrix ( )nR  of the error vector ( )nξ  can be gotten  

T T T T

1( ) E[ ( ) ( )] [ ( ) ( )] ( ) [ ( ) ( )] ( ) ( )vn n n n n n n n n n      R ξ ξ I m C R I m C m m        (14) 

where, 

  
T

1 1 1
ˆ ˆ( ) E ( ) ( ) ( ) ( )n n n n n

 
 
 

  R X X X X                                  (15) 

Let 
tr ( )

0
( )

n

n






R

m
, then m(n) can be solved as 

1
T T 2

1 1( ) ( ) ( ) ( ) ( ) ( ) vn n n n n n 


    m R C C R C                               (16) 

Therefore,  

1( ) [ ( ) ( )] ( )n n n n  R I m C R                                              (17) 

To solve 1( )nR , considering 

1 1
ˆ ˆ( ) ( ) [ ( 1) ( 1)] ( )n n n n n     X X F X X w                                (18) 
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Note that the expectation operation is independent of the state transition matrix F , while 

( )nw  and ( )nX  are uncorrelated, formula (15) can be rearranged as  

1 1( ) ( 1) T

wn n  R FR F Q                                              (19) 

where, wQ  is the correlation matrix of the state noise. Obviously, the calculation of 1( )nR  

can be performed recursively. Due to noise is unknown, it should be dynamically estimated as 

[23]  

2 T Tˆ ˆ( 1) (1 ) ( ) [ ( 1) ( 1) ( 1) ( 1) ( ) ]
1

n
w n w

d
n d n n n n n n

n
         


Q Q K K P FP F     (20) 

2 2 2 Tˆ ˆ( 1) (1 ) ( ) [ ( 1) ( 1| ) ]v n v nn d n d n P n n        C C                           (21) 

Where, 
nd  is forgetting factor.  

The complete traffic prediction process is given below. For n = 1, 2, …, formulas (10), 

(16), (17), and (19)-(21) should be calculated recursively.  

Where,  

T T 2 1ˆ( 1) ( 1| ) ( )( ( ) ( 1| ) ( ) ( ))n n n n n n n n n     K P C C P C                        (22) 

ˆ ˆ( 1) ( 1) ( ) ( ) ( )n y n n n r n     C FX                                       (23) 

( 1) [ ( 1) ( )] ( 1| )n n n n n    P I K C P                                      (24) 
T ˆ( 1| ) ( ) ( )wn n n n  P FP F Q                                               (25) 

ˆˆ ˆ( 1) (1 ) ( ) [ ( 1) ( ) ( 1)]n nr n d r n d y n n n      C X                            (26) 

 

4.2. Traffic Distribution 

In general, ground stations and terminals communicate with the satellite of LoS (Line 

of Sight). In view of traffic load, four factors should be taken into account. The former 

two is natural factor, while the latter two is human factor. First, land and ocean are the 

most important natural factor that influences traffic of satellites. The second natural 

factor is the rotation of the Earth, because daytime traffic is often dominant compared 

with night traffic. The first human factor is the development of economics, because the 

developed region has higher traffic than the under-developed region. The last factor is 

emergency and assembly, such as Shanghai World Expo. Due to above factors, the 

traffic of satellite node will be time-varying that because of high-speed of LEO 

satellites, the topology of LEO satellite network has always been time-varying, 

resulting in traffic of satellite changing with the change of sub-satellite point. Traffic 

change highly affects the performances of routing algorithms.  

Therefore, two hypotheses are made in TPARA. One is traffic density of satellite 

node is only related to its queue length and ISL capacities. Specifically, if current queue 

length is close to buffer size, the satellite is busy and vice versa. Another  hypothesis is 

that traffic source of satellite node is originated from the ground and its neighbor 

satellites. Traffic come from neighbor satellites is mainly dependent on packet routing 

scheme. In contrast, traffic come from the ground, as described above, is determined by 

natural and human factors. The key idea of TPARA is that routing decision is updated 

by predicting traffic from ground and traffic sent to the satellite node is reduced to 

maximize utilization of network resources.  
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It is evident that if potential traffic from ground could be quantified, traffic 

prediction can be more accurate. According to coverage of LEO satellite and levels of 

regional economics, the surface of the Earth is divided into some regions as shown in 

Figure1 in which the numbers from 1 to 10 stand for the potential traffic dependent on 

the natural and human factors. The length and the width of each region are 15° in 

longitude and latitude. It can be seen that the number 1 meaning the least traffic 

occupies the most of the surface of the Earth because ocean covers 71% of the Earth, 

while the numbers 9 and 10 only exists in North America, Europe and East Asia , 

because these regions are often developed in economy. NOEKF algorithm is used to 

predict traffic for every region. TPARA includes two parts: traffic prediction and 

routing decision. The latter will be discussed in the next section.  
 

 

Figure 1. Potential Traffic Distribution on the Surface of the Earth 

5. Descriptions of Agent-based distributed Routing Algorithm with Traffic 

Prediction (TPARA)  
 

5.1. Routing Decision of TPARA 

When it comes to routing decision, the concept of multi-agent is still adopted to 

implement distributed routing. The behaviors of TPARA can be summarized as follows.  

(1) From each satellite node s , forward MAs are generated and sent to specific 

destination node d  in regular interval. They are indicated with i

s dF  , where i  is the 

identifier of forward MA.  

(2) Each forward MA collects non-local routing information about path and traffic. 

Forward MAs are snet hop-by-hop from source node to destination node with the same 

priority to data packets. All forward MAs explore satellite network concurrently, 

independently and asynchronously. For each intermediate node, random decision policy 

is used to select the next hop. In the course of movement, forward MAs record 

information about traversal time and node identifier along the paths they passed.  

(3) When forward MA arrives at destination node, it is destroyed and then backward MA 
i

s dB   is generated, going back to the source node along the same path  

s d 1 2[ ]iP s,v ,v , ,d   
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as before but in the opposite direction, where ( ) i

j j s dv N v P   is intermediate node. With 

higher priority than data packets, backward MA arrives at jv  and updates local routing 

information.  

(4) When backward MA returns to the source node, it is deleted from the network. Each 

MA has a maximum TTL (time-to-live). If the life of MA exceeds TTL, it will also be 

deleted.  

(5) Data packets are routed according to random decision policy based on the information 

contained in the routing tables. These tables are derived from the pheromone tables which are 

used to route MAs. In the meantime, the pheromone tables are determined and modified by 

MAs. Only the optimal paths are stored in the data-routing tables which guarantee 

transmission quality of data packets.  

 

5.2. Data Structure 

It is supposed that there are N  nodes in satellite network and each node has L  neighbor 

nodes.  

In TPARA, each satellite node k  comprises five components including pheromone matrix 
kT , data-routing  table kR , link queue kL , predicted traffic kP  and statistical parametric 

model kM , as demonstrated in Figure 2.  
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Figure 2. Data Structure Stored in Satellite Node 
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Pheromone matrix kT  is similar to routing tables in distance-vector algorithms and the 

element 
ndt  of kT  is the probability from current node to one of neighbor nodes. The value of 

ndt  is in the range of [0, 1] and following expression is held 

k

1nd

n N

t


    [1, ]d N , {neighbors( )}kN k                              (27) 

where, N  is the number of nodes in satellite network.  

Data routing table kR  is a routing table used to forward data packets. kR  has the same 

structure to kT . The elements of kR  are obtained by exponential transformation and re-

normalization to 1 of the corresponding elements of kT . Data packets are sent to neighbor 

nodes in probabilities according to the elements of kR .  

Link queue kL  is used to describe the status of the queue in local satellite node. kL  gives 

snapshots of queue status, while kT is the path information gotten by MAs. In other words, 
kT records long-term global information of satellite network and kL  reflects short-term traffic 

information in local node.  
kP  records the predicted traffic from the surface of the Earth. Its elements are obtained 

from NOEKF algorithm and determine the future status of satellite along with queue kL .  

Statistical model kM  is a vector of ( 1)N  -dimension with data structures 2

d d d( , )W  , 

where 
d  and 2

d  stand for the mean and the variance of the traversal time in view of the 

destination node d , respectively. dW  is the optimal traversal time to node d  of the latest 

W observed values.  

 

5.3. Implementation of TPARA 

 

(1) Forward MA behavior  

Every interval t , forward MA 
s dF 

 is generated to establish a feasible and low-cost path 

from source node s  to destination node d . As forward MA shares the same priority and 

queue to data packets, MA is able accurately record network congestion. The destination d  is 

chosen in a probability dp  which is defined as  

'

sd
d N

sd

d'=1

f
p

f




                                                          (28) 

where, sdf  is the number of packets sent from node s  to node d .  

While moving to destination node, forward MA keeps a private memory H  in which the 

number and the time of nodes it passed are stored. The list  

0 0 1[ , , , ]
mv v mV v v v   

maintains the order of the nodes visited by forward MA and the list  

0 0 1 1 2 1
[ , , , ]

m m mv v v v v v v vT T T T
     

records the traversal time from 1kv   to kv  of forward MA.  
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At each intermediate node k , forward MA chooses its next hop according to the following 

rule: If 
s kn V  , 

kn N  , all the neighbors have been visited by the forward MA, then it 

chooses the next hop in probability of 
ndp , but excluding the node from which the forward 

MA coming.  

1

1
( 1)

1

0 otherwise

nd k i k

k

nd

p n N n v N
N

p




      


 

                           (29) 

Otherwise, random decision policy is applied as follows:  

1

( 2)

0 otherwise

k

nd n
nd k s kN

nd k

n=1

nd

t l
p n N n V

t N

p








    


 


 

                             (30) 

where, [0,1]nl   represents queue status which is defined as  

'

' 1

1
k

n
n N

n

n

q
l

q


 



                                                        (31) 

nq  means the data packets to be sent from node k  to neighbor node n . [0,1]  is a weight 

factor. Formula (30) determines the probabilities of selecting the next hop nodes.  

 

(2) Backward MA behavior 

Once forward MA d sF   arrives at the destination node, it is destroyed and then backward 

MA d sB   is generated which contains all information in d sF  . Path update is started from 

backward MA going back to node s  along the original path in the opposite direction. Along 

the path, all data structures at each node will be updated. A difference between forward and 

backward MAs is that  

 

(3) Local models updates 

When backward MA arrives at intermediate node k , three operations are carried out by 

backward MA: kM  is updated, path from k  to d  is evaluated and path to d  is strengthened.  

d  and 2

d  are updated according to following expressions  

( )d d k d dT                                                      (32) 

 2 2 2 2( )d d k d d dT                                                 (33) 

d k dW T    (if k d dT W  )                                               (34) 

where,   weights the number of the most recent samples.  
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After updating kM , the path visited by the forward MA must be evaluated as below 

sup inf

1 2

sup inf inf( ) ( )

I IW
r c c

T I I T I

  
           

                               (35) 

where, r  is the reinforcement factor , W  is the optimal traversal time of the latest w  

observed samples experienced by forward MA. supI  and 
infI  are estimates of the supremum 

and the infimum of   in a certain confidence interval. The coefficients 1c  and 
2c  are weights 

of two terms.  

r  stands for the current status of satellite node. When satellite moves from low-traffic 

region to high-traffic region, it becomes idle because the amount of data packets is small. In 

other words, r  should be set larger such that routing decision policy encourages data to be 

sent to this node. But in fact, traffic of this satellite node would sharply increase to leading to 

congestion. Therefore, reinforcement factor r  should be revised by predicted traffic kP .  

Suppose that the prediction interval is t  and P̂  is the predicted traffic at time ( )t t  . 

Let Q  and ( )q t  denote the queue length and queue occupancy at time t . The ISL capacity is 

C , the average packet size is avgd  and the buffer size is B . The congestion index ( )t  of 

satellite node is defined as below:  

avg
ˆ( ( ))

( )
Q q t d C t P

t
B


    

                                      (36) 

( )t  shows the future status of satellite node and the revised factor   is derived from ( )t  

1

1 exp( )a





 
                                                 (37) 

where, a  is the slope parameter.  

Then, the final reinforcement factor r  is calculated as below:  

r r                                                               (38) 

 

(4) Pheromone table update 

After revision of reinforcement factor r , the pheromone table kT  is updated as below:  

(1 )fd fd fdt t r t                                                 (39) 

fdt  represents the probability if choosing neighbor node f  when destination node is d . 

The probability ndt  receives an implicitly negative feedback because all the probabilities sum 

up to 1 for the same destination d :  

nd nd ndt t rt    ,kn N n f                                            (40) 

 

(5) Data-routing table update 

The data-routing table kR  is updated after every update in the pheromone table. Data 

packets are forwarded according to random policy whose parameters which are dependent on 
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the elements of the data-routing table. The elements of kR  are the exponential transformation 

of elements of pheromone table. Compared with the path of low probability, the path with 

higher probability is inclined to be selected.  

( )k

nd ndR t                                                            (41) 

k
k nd
nd k

id

R
R

R



   
ki N                                                   (42) 

  is set to 1.4 after many tests because it not only effectively avoids ‘bad’ path, but also 

guarantees multi-path transmission.  

(6) Other discussions 

When forward MA behavior is discussed, it is obvious that vast MAs are able to enhance 

performance of routing algorithm, but decrease its efficiency. Therefore, MA is generated 

with medium and constant speed In TPARA.  

In addition, link switch is less discussed in previous LEO satellite routing algorithms [24]. 

There are two cases considered in this paper: link break and link recovery. When ISL 

connecting two satellites breaks, these two satellites will change original routing that one 

satellite can not take the other one satellite as the destination node or the next-hop node. 

Likewise, their neighbor satellites will also change their routing. Thus, two satellites update 

local routing table and then broadcast failure notification agent (FNA). As FNA records a list 

of destination node on whose path the link is broken, all neighbor nodes that receive FNA 

update their routing tables. Further, if one of above neighbor nodes also changes original 

routing due to link break, the node sends FNA to its neighbor nodes until all nodes of satellite 

network know and adapt to link break. When ISL recovers, two separate satellites can be 

connected by their ISL. These two satellites generate recovery notification agent (RNA) to 

explore the recovered link. Specifically, each of two satellites updates its routing table 

according to the information detected by RNA and then broadcasts the update to its neighbor 

nodes until all nodes of satellite network know and adapt to link recovery.  

 

6. Simulation Results 

In this paper, Iridium satellite constellation is introduced to evaluate the performance of 

TPARA. As illustrated before, the traffic density on the surface of the Earth is considered in 

TPARA. The potential traffic density is plotted in Figure 3 in which the surface of the Earth is 

divided in to 288 grids by longitude 15° and latitude 15°. Every grid stands for relative traffic 

density ranging from 1 to 10 according to economic development.  

Other simulation parameters of TPARA are set as follows: 0.3  , 0.2  , 1 0.7c  , 

2 0.3c   and 1a  . Ant Colony Optimization (ACO) in [25] and TPARA are compared 

through simulation. 
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Figure 3. Potential Traffic Density on the Surface of the Earth 

Figure 4 and Figure 5 show prediction performances of TPARA (i.e. NOEKF prediction 

algorithm). It is apparent that NOEKF algorithm outperforms CKF (classical Kalman 

filtering) and FARIMA algorithm, which is a well-performed prediction algorithm [26]. 

Though CKF algorithm has large error with real traffic, the trend of change is correct. As the 

premise of FARIMA model is that the observed time series must be a generalized stationary 

process, but in most cases, the real traffic does not accord with the condition. It can be seen 

from Figure 5 that when real traffic changes drastically, FARIMA model cannot track the 

sharp change of traffic. In contrast, since NOEKF algorithm makes accurate estimation of 

time-variant noise, it can exactly reflect the change trend of the real traffic in time, so it is 

able to accurately predict traffic.  
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Figure 4. Traffic Prediction of NOEKF and CKF Algorithms 
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Figure 5. Traffic Prediction of NOEKF and FARIMA Algorithms 

Figure 6 presents the link congestion probability of satellite node in ACO and TPARA. As 

potential traffic density is different on the surface of the Earth, when satellite moves to heavy 

traffic region, the congestion probability of satellite links increases due to a huge number of 

data packets from ground.  Compared with ACO, traffic prediction which is an important 

component of TPARA revises the routing strategy and effectively avoids packets being sent 

to the impending congested satellite nodes.  
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Figure 6. Link Congestion Probability of Satellite Node 

Figure 7 depicts the average packet delay for ACO and TPARA. When traffic load sharply 

changes at 20 s, packet delay of ACO drastically increases to jam satellite node. In contrast, 

TPARA has gentle increase of packet delay mainly because it well deals with bursty traffic 

through predicting traffic and sending packets to neighbor nodes. Therefore, TPARA has 

better robustness than ACO.  
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Figure 7. Average Packet Delay for ACO and TPARA 

From above results, it can be seen that taking both traffic density on ground and traffic 

prediction into account, TPARA shows better load balance because it not passively dealing to 

bursty traffic but actively predicting traffic to avoid node congestion.  

 

7. Conclusions 

In this paper, an Agent-based distributed Routing Algorithm with Traffic Prediction 

TPARA is proposed. TPARA includes two modules of traffic prediction and routing decision. 

The former predicts traffic from the surface of the Earth and then revises routing decision. 

The latter uses mobile agent to collect the information about network status. As a result, 

routing decision for satellite node is not only dependent on current status, but related to the 

future status. Because of both traffic prediction and load balance, TPARA improves 

robustness of satellite network. Simulation results also demonstrate that TPARA outperforms 

typical ACO algorithm. As the algorithm is distributed and adaptive, it is easily deployed in 

the future satellite network.  
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