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Abstract

Clustering is an efficient method adopted in various routing algorithms for wireless sensor networks. In this paper, we propose a Density-based Energy-efficient Clustering Algorithm (DECA). In DECA, we define the density of each node and regard it as an important evaluation metric. Together with nodes' residual energy under consideration, each cluster head is selected based on the density of nodes. We design an intra-cluster algorithm as well as a multi-hop inter-cluster routing algorithm. Moreover, we discuss the optimal number of clusters. Simulation results show that cluster heads are evenly distributed and our proposed routing algorithm do consume much less energy than some existed algorithms. The network lifetime is also largely prolonged.
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1. Introduction

Wireless sensor networks (WSNs) \cite{1} are composed of hundreds or thousands of sensors that work cooperatively to monitor the environmental conditions of the sensor field. Sensor nodes collect sensed data and pass them to the base station. WSNs have various applications in many fields such as military, agriculture and health care etc.

Study on efficient routing algorithms is an important and challenging research issue. The essence of routing algorithms is to find an optimal path that enables the efficient exchange of information between source node and base station, and to ensure correct transmission of data along the path. As the battery, capability of computing, storage and data processing of a sensor are limited, how to reduce the energy consumption while prolonging the network lifetime stays the key problem.

Most routing algorithms are based on two categories of network structure: planner and hierarchical. For planner routing algorithms, as all nodes have equal roles, traffic is evenly distributed across the network. However, the network lacks scalability, and both data transmission and the route discovery and maintenance procedure cost much resource. For hierarchical routing algorithms, clustering \cite{2} methodology is adopted which divides network into clusters and makes cluster heads responsible for data aggregation. It has following advantages:

1) Instead of probable long-distance data transmission to the base station, sensors only need to send data to cluster heads. Then cluster-heads eliminate redundancy of received data and send the aggregated information to the base station. Thus the amount of data communication is reduced;
2) Clustering topology is conducive to the application of distributed algorithms, which is especially suitable for large-scale deployed network;
3) Since most of the nodes close their communication module for relative long time, it can significantly prolong the lifetime of the entire network.

In this paper, we propose a Density-based Energy-efficient Clustering Algorithm (DECA) for WSNs. DECA ensures the even distribution of cluster heads due to the evaluation of density. Moreover, the residual energy of each cluster head is under consideration after each round of cluster head selection. Such improvements can alleviate the energy hole problem. An intra-cluster algorithm as well as a multi-hop inter-cluster routing algorithm is designed. Both save energy to some extent.

The rest of the paper is organized as follows. Section 2 introduces some related work of clustering algorithms. In Section 3 we first present relevant network and energy model. Then we show the method of cluster head selection in our DECA, discuss about the optimal number of clusters, and describe the details of its inter-cluster and intra-cluster routing algorithms. Performance evaluation is given in Section 4 and Section 5 concludes this paper.

2. Related Work

Low Energy Adaptive Clustering Hierarchy (LEACH) [3] is a classical clustering algorithm. In a periodical way, it randomly chooses the cluster heads. Each node has a probability of $P$ performed as a determined prior to become one cluster head, as is shown in Eq. (1).

$$T(n) = \begin{cases} 
\frac{P}{1 - P \mod (1/P)} & \text{if } n\notin G \\
0 & \text{otherwise}
\end{cases}$$  \hspace{1cm} (1)

where $T(n)$ represents the threshold value of node $n$, $r$ is the current round index, and $G$ is a set of unselected cluster heads of the nodes in the previous rounds. Nodes are evaluated on whether or not to be cluster heads first and the un-chosen nodes join to the nearest clusters.

In LEACH, the energy consumption of entire network is evenly distributed to each sensor node, which aims to reduce energy consumption and improve the network lifetime. The algorithm is simple, however, it has some deficiencies: First, it does not guarantee about even distribution of cluster heads over the network. Some very big clusters and very small clusters may exist in the network at the same time. Second, cluster head selection is unreasonable in heterogeneous networks where nodes have different energy. Third, in this protocol it is assumed that each cluster head transmits data to base station over a single hop, which may consume much energy.

Various other clustering algorithms have been proposed. In Ref. [4], each node communicates only with a close neighbor and takes turns transmitting to the base station. Ref. [5] elects cluster heads based on the average minimum reachability power. Ref. [6] considers the tradeoff of the energy expenditure between nodes to cluster heads and cluster heads to base station. Global knowledge of distance is required though. Such algorithm suffers from the energy hole problem, where energy consumption of sensors near the base station or on the critical paths is much faster than other nodes.

Ref. [7] follows LEACH to choose cluster heads using randomization, but clustering considers both energy and local distance. In Ref. [8] is applied as a node-weight heuristic algorithm with node’s residual energy, number of nodes in the neighbor
partition and relative location under consideration. Ref. [9] determines suitable cluster sizes depending on the hop distance to the data sink to compensate for the requirement of high energy consumption. Similarly, Ref. [10] proposes a cluster allocation and routing algorithm based on node density and study on optimal density proportion for deploying sensor nodes. In this way, network lifetime can be prolonged. In such algorithms, however, too many clusters around the base station will produce a significant number of summary packets which results in heavy traffic load.

Appropriate cluster-head election is an essential consideration and nodes’ location and connectivity have been primarily focused. Ref. [11] uses fuzzy logic technique considering two factors: neighbor nodes and remaining energy. Cluster heads elected in Ref. [12] are determined to have minimum composite distance of sensors to cluster head and cluster head to base station. In Ref. [13], the cluster-head selection depends on remaining energy level of sensor nodes for transmission. Ref. [14] provides the first trajectory based clustering technique for selecting the cluster heads and meanwhile extenuate the energy hole problem. Ref. [15] forms a cluster network with required coverage and connectivity and it avoids collisions and overhearing of data packets.

Density-based Clustering Protocol (DBCP) [16] is an improvement for LEACH on the basis of nodes’ connectivity. A metric of nodes’ relative density is introduced for cluster-head selection, as it is shown in Eq. (2).

\[
T(n) = \begin{cases} 
\frac{P}{1-P \bmod(1/P)}^{\frac{\text{Neighbor}(n) \text{ alive} - 1/P}{\text{Network alive}}} \text{ if } n \in G, \\
0 \quad \text{otherwise} 
\end{cases}
\]  

(2)

where \(1/P\) represents the average number of nodes in one cluster. By comparing to the alive neighboring nodes of \(n\) in certain round, the formula promotes that nodes in dense area have larger probability to become cluster head.

3. Our proposed DEGRA Algorithm

3.1. Relevant Models

We assume that the network is composed of \(N\) sensor nodes, denoted as: \(\{s_1, s_2, \ldots, s_N\}\) respectively. They are uniformly dispersed within a \(M \times M\) square region The nodes always have data to transmit to a base station, denoted as \(BS\), which is often far from the sensing area. They continuously monitor the surrounding environment. We make the following assumptions:

1) All nodes are homogeneous and stationary after deployment.

2) Nodes can adjust their transmission power according to the relative distance to receiver

3) Links are symmetric. A node can compute the approximate distance to another node based on the received signal strength, once the transmitting power is given.

Figure 1 shows the scenario of a uniform dispersion of 100 sensor nodes in a 100\(\times\)100\(m^2\) square region. Without loss of generality, here we assume that the base station is located at the coordination of (-100,-100).
We use similar energy model as Ref. [17]. Each sensor node will consume the following $E_{Tx}$ amount of energy to transmit a $l$-bits packet over distance $d$, where the $E_{elec}$ is the energy dissipated per bit to run the transmitter or receiver circuit, $\varepsilon_{fs}$ and $\varepsilon_{mp}$ represent the transmitter amplifier’s efficiency and channel conditions:

$$E_{Tx}(l, d) = \left\{ \begin{array}{ll}
E_{elec} + E_{fs}d^2, & d < d_o \\
E_{elec} + E_{mp}d^4, & d \geq d_o
\end{array} \right. \quad (3)$$

To receive a packet, radio consumes energy

$$E_{Rx}(l) = lE_{elec} \quad (4)$$

Cluster heads aggregate $n$ $l$-bits packets received from its members into a single $l$-bits fixed packet. The energy consumption is calculated as, where $E_{DA}$ is the data aggregation cost of a bit per signal:

$$E_{aggregation}(n, l) = nE_{DA} \quad (5)$$

### 3.2. Cluster Head Selection

We assume $N$ sensor nodes in a $M \times M$ square region are divided into $k$ clusters, with $R$ representing the standard transmission radius for message exchange during the set-up stage of clusters. Thus we have:

$$M \times M = k\pi R^2 \Rightarrow R = \sqrt{\frac{M}{\pi k}} \quad (6)$$

We select cluster heads according to the density (denoted as $den$) of each node. Here, the metric of density represents the number of nodes located within a circle region for searching that takes the node itself as the center and $R$ as the radius. The density of $s_i$ can be calculated via searching the entire network as Eq. (7), where $d(s_i, s_x)$ represents the distance between $s_i$ and another node $s_x$.

$$den(s_i) = \sum_{0 < x \leq N & d(s_i, s_x) \leq R} 1 \quad (7)$$
Therefore, the selection procedure performs in $k$ rounds. In each round, we sort all density values of possible nodes in descending order. Then choose the first one, namely the one with the largest $\text{den}$ as the cluster head. If multiple nodes have the same $\text{den}$, we choose one randomly. If all nodes are included in one of the clusters, the selection ends.

However, we notice that as neighboring nodes of the determined cluster head often have similar density value which is large enough for disturbing selections in following rounds, we should exclude all nodes located in the previous searching circles. In this way, cluster heads are more evenly distributed than LEACH due to the consideration of density. Moreover, each cluster head tends to perform data fusion for more neighboring nodes, which saves energy.

As cluster heads consumes much more energy through data aggregation than normal nodes, after multiple rounds of DECA execution some cluster heads may drain out their residual energy and become invalid. It will largely reduce the network lifetime. Therefore, to solve such energy hole problem, we mention a metric $\eta$ as the energy level to decide whether existing cluster head roles should be changed.

$$\eta = \frac{E_{\text{residual}}}{E_{\text{initial}}}$$  \hspace{1cm} (8)

From the above formula, we can see $\eta$ represents the proportion of the residual energy of certain node $E_{\text{residual}}$ in its initial energy $E_{\text{initial}}$. In our algorithm, we pre-determine a threshold number $\eta_{\text{threshold}}$ such as 10%. Once $\eta \leq \eta_{\text{threshold}}$, the cluster head is no longer responsible for data aggregation, instead it becomes a normal node. Another cluster head should be selected to compensate for the lost role with the metric density as the top priority.

### 3.3. Optimal Cluster Number

For certain network, if the cluster number is too small, many sensor nodes have to send data to the base station, which consumes much energy; On the contrary, if the cluster number is too large, thus clustering becomes unnecessary. Therefore, we try to find a relative optimal cluster number $k$. We assume the maximum distance of any inside node to its cluster head is relative small, thus the calculation of member nodes’ energy consumption follows the free space channel model. With $d_{\text{toCH}}$ representing the distance between the member node and its cluster head, the energy consumption is equal to:

$$E_{\text{member}} = lE_{\text{elec}} + lE_{\text{fs}}d_{\text{toCH}}^2$$  \hspace{1cm} (9)

Assuming that the nodes are uniformly distributed, with $\rho(x,y)$ represent the node distribution, it can be shown that:

$$E[d_{\text{toCH}}^2] = \iint (x^2 + y^2) \rho(x,y)dx \, dy = \frac{M^2}{2\pi k}$$  \hspace{1cm} (10)

Energy dissipated in the cluster head during a round includes the energy consumption of data reception, aggregation and transmission. It is given by Eq. (11) where $d_{\text{toBS}}$ represents its distance to the base station, and as the base station is often far from the sensing area, we assume the formula follows multi-path fading model.
\[ E_{CH} = \left( \frac{N}{k} - 1 \right) E_{elec} + lE_{DA} + (lE_{elec} + lE_{mp} d_{BS}^4) \]  

(11)

The total energy consumption of the entire network is:

\[ E_{total} = kE_{CH} + \left( \frac{N}{k} - 1 \right) E_{member} \approx E_{CH} + \frac{N}{k} E_{member} = l(2NE_{elec} + \frac{M^2}{2k\pi} N\epsilon_{\mu} + E_{DA} N + k\epsilon_{mp} d_{BS}^4) \]  

(12)

By differentiating \( E_{total} \) respect to \( k \) and equating to zero, the relative optimal number of constructed clusters \( k_{opt} \) can be found as:

\[ \frac{dE_{total}(k)}{dk} = l(\epsilon_{mp} d_{BS}^4 - \epsilon_{\mu} \frac{M^2}{2k^2\pi} N) \Rightarrow k_{opt} = \frac{M}{d_{BS}^4 \sqrt{\frac{N\epsilon_{\mu}}{2\pi\epsilon_{mp}}}} \]  

(13)

Eq. (6) shows that the message transmission radius \( R \) is related to the number of clusters \( k \). By integrating Eq. (6) and Eq. (13), we can find certain value of a standard transmission radius \( R \) that can be adjusted for the optimal number \( k \):

\[ R = \frac{d_{BS}^2 \sqrt{\epsilon_{elec}}}{\sqrt{N\epsilon_{\mu}}} \]  

(14)

3.4. Routing Procedure

In our algorithm, each sensor node sends data to its cluster head directly within one hop. The corresponding cluster head should be determined by the distance between the node and the cluster head according to Eq. (3) in the energy model.

We compare the distances from the node to each cluster head and choose the shortest one for communication. In this way, the node will find the optimal cluster head with the least energy consumption. The intra-routing algorithm can be formulated as to find:

\[ \text{Min}(d(x_i, CH_k)), \quad x = 1, 2, \ldots, N \quad \& \quad s_i \neq CH_k \]  

(15)

In LEACH, cluster heads send data to the base station directly within one hop. There is high chance that it consumes large energy due to the remote location of some cluster head. In our DECA, we perform inter-routing in a multi-hop way.

Suppose cluster head \( CH_i \) chooses another \( CH_j \) as its relay node and let \( CH_j \) communicate directly with the base station \( BS \). In order to deliver a \( l \)-length packet to \( BS \) via \( CH_j \), the energy consumed of \( CH_i \) is calculated as Eq. (16) where \( \epsilon \) and \( \alpha \) vary in different situations according to the energy model.

\[ E_{CHi} = E_{Tx}(l, d(CH_i, CH_j)) + E_{Rx}(l) + E_{Tx}(l, d(CH_j, BS)) = 3lE_{elec} + \epsilon d^\alpha(CH_i, CH_j) + \epsilon d^\alpha(CH_j, BS) \]  

(16)
For each cluster head $CH_i$, we choose an optimal relay cluster head which maintains the least energy consumption $E_{CH_i}$. We compare it with the direct communication cost to $BS$, and determine the optimal inter-routing according to the smaller energy dissipation.

4. Performance Evaluation

4.1. Simulation Environment

We evaluate the performance of the DECA via simulations in Matlab. The simulation environment is set up with the parameters listed in Table 1.

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network Scale</td>
<td>$100 \times 100m^2$</td>
</tr>
<tr>
<td>Number of the sensor nodes</td>
<td>100</td>
</tr>
<tr>
<td>Length of the packet ($l$)</td>
<td>4000bits</td>
</tr>
<tr>
<td>Initial energy of the sensor nodes ($E_{\text{initial}}$)</td>
<td>0.25J</td>
</tr>
<tr>
<td>Energy consumption on circuit ($E_{\text{elec}}$)</td>
<td>50nJ/bit</td>
</tr>
<tr>
<td>Channel parameter in free-space model ($\epsilon_f$)</td>
<td>10pJ / bit / m$^2$</td>
</tr>
<tr>
<td>Channel parameter in multi-path model ($\epsilon_{mp}$)</td>
<td>0.0013pJ / bit / m$^4$</td>
</tr>
<tr>
<td>Channel parameter for data aggregation ($\epsilon_{DA}$)</td>
<td>5pJ/bit/signal</td>
</tr>
<tr>
<td>Pre-determined energy level of cluster heads ($\eta_{\text{threshold}}$)</td>
<td>10%</td>
</tr>
</tbody>
</table>

4.2. Simulation Results

Figure 2 shows the distribution of 5 cluster heads in LEACH. As it adopts randomization in the selection procedure, there is high chance that some cluster heads locate relatively close to each other. Thus it results in heavy traffic load for remote nodes to transmit data to any cluster head. Differently, with nodes’ density, namely connectivity under consideration in our DECA, cluster heads are distributed much more evenly as is shown in Figure 3.

![Figure 2. Location of Cluster Heads in LEACH](image-url)
With proper message transmission radius \( R \), we have assumed that a relative optimal cluster head number \( k \) can be found to ensure good cluster coverage. Figure 4 illustrates the energy consumption of our DECA with different numbers of clusters in various network scales. For example, “100*100” represents a 100×100m\(^2\) wireless sensor network. As the inter-cluster routing is performed in a multi-hop way, we can see that total energy consumption decreases while the number of clusters increases. However, the decreasing rate of the energy consumption becomes relatively small after certain clusters are formed under all circumstances. It is because at that time mostly nodes are included in one of the existing clusters with relative small transmission distance to the cluster head. Forming more clusters can hardly further reduce energy consumption. In Figure 4, we can ensure five clusters do have good performance.

We compare the total energy consumption of LEACH, DBCP and our DECA, as is shown in Figure 5 where the network is set as 100×100m\(^2\). During 20 rounds, the energy consumption of LEACH and DBCP are quite similar. In comparison, DECA remains much better performance with less energy consumption than both LEACH and DBCP. This is because the clusters are evenly distributed and the multi-hop inter-cluster routing also saves much energy.
Moreover, we compare the network lifetime of LEACH, DBCP and our DECA, as is shown in Figure 6 where the network is set as $100 \times 100 \, m^2$ and there are 10 clusters. For LEACH, the first node that becomes invalid appears in 94th round; DBCP has the first inactive node in 124th round; DECA shows the best performance as the first node is found in 248th round, which is twice larger than the DBCP situation. It is due to the changes of cluster head roles considering its residual energy proportion as well as the energy-efficiency via multi-hop routing technique. Both improvements prolong the network lifetime.
5. Conclusions

For wireless sensor networks, clustering is one of the most popular routing methodologies that can effectively manage network energy consumption via data aggregation. We propose a Density-based Energy-efficient Clustering Algorithm (DECA) for WSNs. In our algorithm, cluster heads are elected according to the density, so that clusters are evenly distributed. An intra-cluster routing algorithm and a multi-hop inter-cluster routing algorithm are proposed. An optimal number of clusters can be found. Simulations show that the energy consumption in DECA is largely reduced and the network lifetime becomes much longer with comparison to some existed algorithms.
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