






The indentation will show a strong IncAMap response but this can also be true for
other parts of the image because the IncAMap appears not to be as selective as the
DecAMap. Therefor, pi max is selected only from the entries of the IncAMap that are
covered by the area of the DecAMap of pd max. This second case is taken if I(pi max)
is very dark (I(pi max) < 0:075) and the IncAMap area is bigger than the DecAMap
area (MI(pi max) > MD(pd max)). Again, the same procedure of flood filling and
center of gravity calculation is used to approximate the indentation center. The start
point for flood filling is pi max and the absolute upper bound is 0:05 + I(pi max), or
(median(I) + I(pi max)=2 if median(I) < average(I).

The third case avoids false positives if the indentations are very small (see the last
image in the second row of Fig. 1) and the DecAMap wrongly responds for surface
artifacts or distortions at the image frames. Very small indentations (MD(pd) < 100)
are expected to be reasonably dark (the average pixel value of the DecAMap area shall
be below 0:5·median(I)). If this condition is violated the DecAMap entry MD(pd max)
is removed and the whole indentation center identification procedure restarts with
the modified DecAMap.

The last case addresses a pd max that is outside of the indentation. This is actually
not a new case but an undetected variation of the situation of case two. Although
pd max is not in the indentation it is expected to be very close to an indentation
edge as large portions of the indentation will lie within the area of the corresponding
DecAMap. Identical to the procedure in case two, the best pi max of all pi that are
covered by the area of the DecAMap of pd max can be determined. Prior to that a
border check is applied to I using pd max and pi max to verify the assumption of the
position of pd max. If the distance between pd max and pi max is too small (d = ||pd max−
pi max||2 < 6) the test is not applicable and this case is skipped. Otherwise, the
border check compares selected pixel values of the image. Four equidistant positions
of interest (POIs) on a circle that is centered at pd max and that goes through pi max
are chosen. For each POI and at pd max a Gaussian smoothing is done on the image
(� = 0:3(d=2 − 1) + 0:8). If the difference between the maximum and minimum
smoothed pixel values of the POIs is bigger than 0:5 ·smoothed(I(pd max)) or if the
maximum smoothed pixel values of the POIs is bigger than smoothed(I(pd max)) a
border condition is detected. On a border condition the average of the minimum
smoothed POI and smoothed(I(pd max)) is calculated and used as the absolute upper
bound for a flood filling that starts at pi max. Identical to the second case, the center
of gravity of the flood filled area is taken as the approximation of the indentation
center. Some indentations have no brightness difference to the surrounding surface
and therefor the border check may succeed but the flood filling does not and will
flood major parts of the image instead. A simple sanity check is to test if the filled
area is below half the image size and if not to mark the indentation image as not
processable.

If non of the above special cases apply, an indentation with a bright center and
weak edges is assumed (see the second image in the first and second row of Fig. 1). For
such a configuration the point pd max from the DecAMap is selected as the indentation
center.
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4: Experiments

The described indentation center determination has been applied to the two before
mentioned indentation image databases with 150 and 216 images. The achieved
results of AreaMap and a competitive algorithm (see below) can be seen in Fig 5
in an absolute pixel distance of the approximated center from the ground truth and
in Fig 6 in a position error relative to the size of the indentation. The size of the
indentation is thereby defined as the shortest distance of the ground truth center to
the edge of the indentation, in which case the approximated center is guaranteed to
be inside of the indentation if the relative error is below 100%. For one image (see
Fig. 4) the indentation center determination detected inappropriate conditions and
marked it as failed. This image has been excluded from the results.

Figure 4: Example of image (left) with failing center detection from DecAMap (mid-
dle) and IncAMap (right). Maps are Log-transformed for better visibility, best re-
sponse is marked with a circle.

It is difficult to compare the proposed center estimation for Vickers hardness in-
dentation images to other algorithms as these algorithms usually do not perform
indentation localization but assume a specific position and orientation of the in-
dentation [8, 6, 11, 12, 13, 5, 16, 17]. The Three-Stage Multi-Resolution Template
Matching (3SMRTM) algorithm [7] is known to be one of the best performing Vickers
indentation vertex detection methods as it achieves excellent accuracy in the detec-
tion of indentation vertices and high processing speed. Furthermore, the first stage
of this algorithm performs a coarse indentation localization which is comparable to
the proposed approach.

Fig 5 and Fig 6 show that the proposed algorithm for indentation center estimation
is very accurate and achieves better results than the 3SMRTM algorithm. For a
significant number of images the absolute error of AreaMap is below five pixel and
only very few images have an error above 15 pixels. The 3SMRTM shows a much
broader error figure with a significant amount of images falling in the range of five to
20 pixels absolute center error. The relative error shows the same behavior although
with a slightly different distribution due to varying indentation sizes. For nearly all
images the relative error of AreaMap is below 15% with only few outliers, the worst
at 73% (not shown in the figure). Here again, the 3SMRTM tends towards higher
error values although the relative error is better bound at 15%.
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(a) Absolute center error for database I.
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(b) Absolute center error for database II.

Figure 5: Center error of AreaMap and coarse 3SMRTM for indentation image
databases I and II in absolute pixel distance.
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(a) Relative error for database I.
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(b) Relative error for database II.

Figure 6: Center error of AreaMap and coarse 3SMRTM for indentation image
databases I and II relative to the distance of the correct center point to the in-
dentation border.

The accuracy of the results of the proposed algorithm is limited by an systematic
error which has an impact of three pixel because all processing is done on scaled
down images but the up-scaled results are compared to the ground truth. Fig. 7
shows good detection results as well as some problematic ones (last column). All
problematic results lie inside the indentation but have a significant offset from the
indentation center. The center finding for the image in the upper right example of
Fig. 7 is disturbed by the unusual dark spot in the center of the indentation while
the lower right example of Fig. 7 is affected by small brightness fluctuations in the
indentation center.

For the experiments the AreaMap operators have been implemented in C++ while
the code that analyzes the maps and that calculates the results is written in Python.
The average runtime for a single indentation image can be seen in Table 1. It has been
measured on a notebook (1.6GHz CPU, 512MB RAM) running Linux. The runtime
is not constant for each image but depends on the image content which influences
the time it takes to build up the AreaMaps. The code has not been optimized for
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Figure 7: Examples of detected centers for good and problematic (last column) re-
sults.

speed yet but seems to have potential to significantly go below the already achieved
values. On the other hand, it is not certain if the noticeable runtime of the 3SMRTM
is beatable.

Table 1: Processing time (in seconds) for the image databases.

Image database number of images 3SMRTM AreaMap

DB-I 150 0.31 sec 1.39 sec
DB-II 216 0.31 sec 1.21 sec

5: Conclusion

The AreaMap operator, a novel approach to object detection, has been defined in
this work and its successful application to the problem of indentation detection in
Vickers hardness testing images has been shown. The AreaMap operator has been
identified as being an element of the class of sum operators which add up values of
a weighting function at selected pixel positions. A number of basic image processing
algorithms can be assigned to the same class but none of these algorithms applies
an indicator function as weighting function. This approach has been shown to also
significantly differ from other object detection algorithms so it opens the possibility
to focus on an alternative set of image properties not taken into account otherwise.
This can be seen in the application of the AreaMap operator to Vickers indentation
images. The problem specific indicator functions exploit simple but initially not
obvious image properties. The indentation detection is thereby not only position
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invariant but also invariant to rotation and size of the indentation. The excellent
accuracy achieved with the AreaMap operator on indentation detection in Vickers
hardness testing images and its robustness to all kinds of flaws qualifies the operator
as a pre-processing step for many Vickers indentation measurement approaches and
is expected to improve final vertex position results.
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