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Abstract 

The survivability of Wavelength Division Multiplexing (WDM) networks is a very 

critical issue and there has been great research interest in the area of survivable WDM 

network design. Also, network service recovery from multiple correlated failures is a 

major concern given the increased level of infrastructure vulnerability to natural 

disasters, massive power failure and malicious attacks. Thus, this research paper has 

been framed considering protection and restoration mechanisms in order to guarantee 

the survivability of the networks. In this paper, for based optical networks, link and node 

failures recovery using p-cycles have been accounted for. The proposed optimal & 

computationally efficient resilient technique takes care both node and link failure 

recovery relied upon a set of suitable candidate p-cycles for reducing the existing high 

computation time problem. The capacity efficiency and protection or restoration 

capabilities of proposed scheme are evaluated through numerical results. Extensive 

simulation results obtained indicate that the proposed scheme outperforms the traditional 

approaches in terms of performance metrics such as blocking probability, resource 

utilization efficiency and computational time. 
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1. Introduction 

Optical networks are the communication systems which are based on single or multiple 

wavelengths of light for transmission. It is a promising technology for accommodating 

growing bandwidth demands. Optical networks are becoming an excellent choice as 

transmission systems for future backbone networks. Optical networks are able to provide 

high speed transport services to predominant client layers, such as Internet Protocol (IP), 

Asynchronous Transfer Mode (ATM) and Synchronous Optical Network (SONET) or 

Synchronous Digital Hierarchy (SDH). These services may cooperate with user 

applications. Several other layer combinations are possible such as IP over SONET over 

optical and ATM over optical [1]. In optical networks, Wavelength Division Multiplexing 

(WDM) has been developed as a technology that can satisfy the required bandwidth 

demand for the future transport networks [2]. Wavelength Division Multiplexing (WDM) 

is an important technique which allows the transport of large quantities of data over 

optical networks. However, due to the high traffic load that each link can carry in a WDM 

network, survivability against failures becomes very important. Survivability in this 

context is the ability of the network to maintain continuity of service against failures, 

since a failure can lead to huge data losses. Many survivability mechanisms have been 

studied and their performance is assessed through capacity efficiency, restoration time 

and restorability. Survivability mechanisms for ring and mesh topologies have received 
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particular attention. The technique for survivability in optical networks is classified into 

two categories depending on how the spare capacity is allocated: pre-planned protection 

and dynamic restoration [2]. Pre-planned protection reserves backup paths against failure 

at the same time as the working paths are allocated. All working channels are dynamically 

switched to reserved paths in the case of failure. Automatic Protection Switch (APS), Self 

Healing Ring (SHR) network mechanism and Mesh network mechanism belong to pre-

planned protection since these schemes allocate backup paths in advance. This protection 

technique is able to offer fast computation time since backup paths are pre-computed and 

the nodes on the working path only need to be changed to the nodes on the backup path. 

However, capacity utilization is a major challenge in these protection schemes, except for 

the mesh network mechanisms. Unlike the other two schemes, the mesh mechanism offers 

efficient capacity utilization, but has higher computation time. Research has shown that 

path protection offers better capacity utilization but link protection offers faster 

restoration [3-4]. In terms of capacity allocation strategies, survivability schemes can be 

classified as dedicated protection or shared protection. In dedicated protection schemes, 

signals can be simultaneously transmitted on working routes and backup routes, while 

signals on shared protection schemes are only transmitted on working routes and switched 

to backup routes when a failure occurs. Thus, the dedicated schemes offer faster 

restoration but require much more spare capacity compared to shared protection schemes. 

A p-cycle is about pre-configured protection cycles in a mesh network and it merges the 

strengths of ring and mesh topologies; i.e. the fast recovery speed of ring restoration and 

the capacity efficiency of mesh protection. A p-cycle is oriented, ensures a fast restoration 

time (typically of the order of 50 to 80 ms) and p-cycles are preconfigured [5]. A p-cycle 

does not traverse a node or a link more than once. The p-cycle protection approach can 

achieve an efficient use of the network capacity compared to other protection approaches, 

such as the one-plus-one (1 + 1) and the one-by-one (1:1) restoration methods [6]. In fact, 

a p-cycle can protect both on-cycle links and straddling links. An on-cycle link belongs to 

the p-cycle, and is directed opposite to the p-cycle. A straddling link does not belong to a 

p-cycle. However, its extremity nodes are traversed by the p-cycle. The p-cycles allow the 

required backup bandwidth capacity to be reduced. The factors that will influence the 

applicability of p-cycles include the nodal degree, network topology, network size, 

network capacity, wavelength utilization and traffic load. The survivability of a network 

refers to a network's capability to provide continuous service and maintain quality of 

service in the presence of such failures. Survivability can be classified into three 

categories:1) prevention, 2) network design, 3) traffic management and restoration [4-6]. 

Prevention focuses on improving equipment and system reliability. Network design aims 

to achieve efficiency in terms of sufficient spare capacity and faster restoration time 

against failures. Traffic management and restoration are concerned with the network load 

in the event of failure and connection re-establishment around the failure. Survivability 

should guarantee maximum restorability to provide quality of service (QoS) against 

failures. There exists both pre-planned protection and dynamic restoration mechanisms in 

survivability. Dynamic protection methods are not able to guarantee 100% protection, but 

offers faster restoration time [4].Pre-planned protections, however, provide 100% 

protection by reserving alternative paths in advance [5]; hence this mechanism is a more 

interesting development in survivable networks. Existing approaches for solving the p-

cycles problem include Integer Linear Programming (ILP) algorithms. ILP requires a set 

of candidate p-cycles to be pre-computed. It is usually easy to find the optimal solution 

for small or medium size networks because of the small number of possible cycles. Thus, 

finding a subset of candidate p-cycles to improve the performance is an important issue 

[6]. 

The rest of this paper is organized as follows. In Section 2, background and related 

work comprising of various techniques to ensure protection and restoration mechanisms 

has been discussed for deployment of reliable optical WDM based network. In Section 3, 
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a novel survivable scheme has been proposed which is both optimal and computationally 

efficient Resilient Technique (OCERT) for Optical WDM mesh networks. Extensive 

simulations and numerical results are presented in Section 4. The conclusions followed by 

future expansions are given in Section 5. 

 

2. Background and Related Work 

Optical WDM networks are required to satisfy the growing network traffic demands. 

Therefore, survivable network design against failure in WDM network becomes a critical 

issue since a channel failure can lead to huge data losses. Automatic Protection Switching 

is one of the attractive schemes to provide satisfactory quality of service in the networks 

[3-4]. The APS can be divided into three different architectures depending on the 

assignment of protection resources: 1+1 APS, 1:1 APS and 1: N APS. These three models 

select backup path after link failures. 1+1 APS is a sort of dedicated protection, 1:1 APS 

and 1: N APS are shared protection. These techniques offer efficient capacity utilization 

but have high blocking probability. In optical networks, a ring topology, known as Self 

Healing Ring (SHR), is the simplest protection network when a protected link fails. SHR 

easily provides better restorability and offers faster computation time because of simple 

control management and simple routing policy. In SHR, half of total capacity is reserved 

for working capacity while the other half is used as spare capacity. Upon a failure of a 

single link, the working channel is rerouted along a backup channel in the opposite 

direction. The existing protection schemes suffer from imbalance between capacity 

utilization and computation time. The mesh topology is preferred for large networks while 

ring topology is for simple and small-scale networks. In mesh network survivability, it is 

more complicated to solve the optimization problem since a higher number of routing and 

wavelength channels must be considered. But, mesh network survivability offers high 

capacity utilization because spare capacity can be shared to protect against network 

failures so that this network mechanism is preferred more from an efficiency point of 

view. Mesh network based survivability is classified into two categories depending on the 

re-connecting process: path protection and link protection. Path based survivability is 

more efficient in capacity utilization compared to link based survivability, since it only 

needs spare capacity for the whole reserved path instead of every link along the path. In 

link based survivability, restoration time is faster than path based survivability since path 

mechanism requires a longer time to generate a fault notification message. Dynamic 

restoration dynamically discovers backup paths in the network after a link fails. Typically, 

this is more efficient in term of capacity utilization than pre-planned protection since it is 

not necessary to reserve spare capacity. On the other hand, computation time is a 

challenging problem to tackle in dynamic restoration. This mechanism can be classified 

into path restoration and link restoration [7]. Path restoration is more efficient than link 

restoration in terms of spare capacity utilization where as link restoration is faster than 

path restoration [8]. Shared Backup Path Protection (SBPP) is similar to the 1 + 1 APS 

scheme in it two disjoint paths, a working and backup path are routed to transmit the 

optical signal. SBPP is one of the survivability techniques which offers great capacity 

efficiency, but with a slow computation time. Pre-configured protection cycle (p-cycle) is 

considered as link protection in mesh networks. The p-cycle method is based on closed 

cyclic routes. The main focus of p-cycles is to recover failures using ring network 

mechanism in a mesh network. This mechanism is a promising approach for solving the 

network design problem in the context of survivability, because p-cycles can achieve a 

fast restoration time like ring protection and a high efficiency capacity like mesh 

protection [9]. A p-cycle achieves fast restoration times since only the nodes adjacent to 

the failure perform protection switching. The high capacity efficiency is due to the fact 

that a p-cycle can provide protection not only for on-cycle links but also for straddling 

links without requiring any additional spare capacity. A straddling link is a link which 
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does not belong to the p-cycle but whose end-nodes are both on the p-cycle. This property 

effectively reduces the required protection capacities. The efficiency of a p-cycle is 

inversely proportional to its redundancy. The redundancy [10] of a cycle is defined as the 

ratio between the spare capacity (number of wavelengths used by the cycle) and the 

working capacity of the cycle (number of wavelengths protected by the cycle on its on-

cycle and straddling links). A p-cycle with high efficiency is a p-cycle that has a small 

value of redundancy, in other words it protects more working wavelengths using fewer 

spare wavelengths. This technique is a reliable and effective method for utilization of 

capacity in optical mesh networks [10-11]. However, determination of the optimal set of 

p-cycles for protection is an NP-hard problem. A p-cycle protection offers useful 

restoration paths depending on the relationship to the failed link. Searching suitable paths 

is an important issue in p-cycle protection since efficient paths can offer better capacity 

efficiency. Existing approaches for solving the p-cycle problem are through the use of an 

Integer Linear Programming (ILP) model or using heuristic methods [12-13]. The main 

problem with ILP is that it requires all possible cycles, which can be a very large number 

in dense and large scale networks. Thus, the computational complexity in ILP formulation 

is a complex issue. The heuristic approach based on ILP can achieve near optimal 

solutions, but it is still an optimization problem with the associated computational 

complexity of ILP. Computational complexity and optimality of solutions are two 

performance metrics which pose conflicting requirements in optimization problems [14-

15]. 

In the present work, for WDM based optical networks, link and node failures recovery 

using p-cycles have been considered. The proposed OCERT scheme ensures node and 

link failure recovery based on a set of suitable candidate p-cycles to overcome the high 

computation time problem. 

 

3. Proposed Optimal and Computationally Efficient Resilient 

Technique (OCERT) for Optical WDM Networks 

Computational complexity is an important factor when evaluating an algorithm. It is 

defined as the time it takes for an algorithm to find a solution. The ILP model suffers 

from high computational complexity in dense networks even though it computes the 

optimal solution. If an algorithm can achieve a near optimal solution within an acceptable 

computational complexity, it will likely be a more desirable solution to the problem. The 

proposed technique investigates the possibility of using a heuristic method in order to 

achieve the best performance in terms of computational complexity. Computation time 

and the capacity utilization are managed by the proposed scheme to achieve the desired 

restorability. Consequently, it ensures better protection while minimizing the total spare 

capacity and reducing computation time. The following is the detailed description of 

analytical model of the proposed OCRET scheme for WDM systems. 

1. A physical topology is modelled as a connected graph G (N,L) where N is the set 

of network wavelength routing nodes and L is the set of network single-fiber. 

2. The proposed OCERT scheme first finds the shortest path between two end nodes 

of a span and then searches other shortest path between the same node-pairs that 

are node disjoint from the previous path. It then constructs a cycle by combining 

the two shortest node-disjoint paths (each path contains no common intermediate 

nodes). 

3. The main motive of using proposed scheme (OCERT) is to offer protection in 

mesh optical networks by combining the benefits of ring like recovery speed and 

the efficiency of a mesh network, however the concept is not only limited to 

transport optical networks and can be extended to higher levels and other network 

types such as optical multicast media traffic. 
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4. It is seen that creating p-cycles is computationally intensive when the number of 

nodes is large. The Heuristic method presented called the ER-based unity-p-cycle, 

shows an attractive solution to solve the problem with creating p-cycles without 

the use of ILP. This method also has a solution that is close to that of an optimal 

solution, but without the extra computational time required. The main focus of 

this scheme is to identify unity p-cycles that are able to protect as many working 

links as possible; this essentially reduces the number of spare units required for 

protection. A unit p-cycle is able to protect one working link in opposite direction 

for every on cycle span and two working units for every straddling span. The 

number of spare units of a unity p-cycle is equal to the number of the spans on the 

cycle. A ratio called ER is defined as the number of working links that are 

protected by the unity p-cycle to the number of spare units. The higher the ratio 

the better the efficiency of the protecting p-cycles and the same is achieved by the 

proposed OCERT scheme. The brief description of the proposed scheme is shown 

below: 

 

 

 

 

 
 

5. In the proposed scheme, the total traffic request is known in-advance and the 

connection is dynamically selected dependant on the current network state such as 

traffic patterns and channels available i.e. the link which has enough available 

wavelengths is first considered to establish a connection. For dynamic wavelength 

assignment, heuristic approach is used to assign wavelengths to route a 

connection. The proposed scheme is a two-step process which first determines all 

possible cycles in the network and then selects a set of suitable candidate cycles. 

All on-cycles are organized in ascending order of the hop length. An on-cycle is a 

small cycle which contains the span itself but does not contain any straddling 

link. In order to reduce the number of candidate p-cycles by computing high 

efficiency cycles, a 'pre-selection' heuristic approach has been used. Thus, a high 

efficiency cycle is defined as a cycle with high potential capability to protect 

against network failure.  

6. The brief working of proposed Scheme employing heuristic scheme is as follows: 

 

 

 

 

 

 

 

 

 

             

7. The following is the functional description of the model of the proposed OCERT 

scheme. 

  

Input: Network topology 

S ← number of spans in the network 

Objective← Set of p-cycles, unprotected working capacity (W) 
      while sum of W is not zero do 

   calculate for each candidate cycle, R (Redundancy)=
∑ 𝑝𝑖𝑖∈𝑆

∑ 𝑤𝑖𝑖∈𝑆
 , where  𝑤𝑖    

indicates the number of units of working capacity on span 𝑖 and  𝑝𝑖 is the 

corresponding number of spare capacity units on span 𝑖. Remove the working 
capacity of the selected p-cycle from W 

end while 

 

a) Search for the possible cycles and determine the working capacity for each based on one of the 
shortest path. 

b) Calculate the ratio ER of the unit-cycles for the cycles as per step 1. 

c) Based on the ER calculation select the cycle with the highest ER. 
d) Remove the working links that can be protected by the selected cycle from above & update the 

working capacity. 

e) Repeat the above steps until the working capacity on every span is 0. 

 

https://en.wikipedia.org/wiki/Heuristic
https://en.wikipedia.org/wiki/Shortest_path
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After routing a multicast tree, the set of links in L and the set of nodes in N have been 

computed that can be protected by the existing p-cycles in the network. Also, the reserved 

capacity of an existing p-cycle in the network is released when the p-cycle does not 

protect any working link and nodes in the network. Therefore, the proposed OCRET 

scheme ensures the restoration based on a set of suitable candidate p-cycles to overcome 

the high computation time problem. 

 

4. Performance Evaluation 

The proposed OCERT scheme guarantees the recovery from link and node failure in 

WDM based optical networks with a fast restoration time. It has been compared with the 

traditional approaches which were reported to be the most efficient techniques for 

dynamic traffic protection in terms of resource utilization efficiency and blocking 

probability. The bandwidth required for each connection request is function of the 

modulation format which is proportional at transmission path length and the signal 

propagation speed on a unit of bandwidth and connection speeds. Also in the simulation, 

it is assumed that request arrival follows a poisson process with an average arrival rate λ 

and the request holding time follows an exponential distribution with an average holding 

time μ. Thus, the offered traffic load for the network is given by λ μ. The results for 

network traffic simulations have been obtained using the software Network Simulator 

[16] and for analytic results, data processing and plotting are carried out using standard 

commercial software. The backup route is the shortest hop-length path that is link-disjoint 

to the route of the original lightpath. It is assumed that the original lightpath establishment 

is on the route with the minimum number of hops between source-destination nodes, i.e., 

the route with the shortest hop length. The processing delay for handling each restoration 

request on each node is assumed to be equal to 6 microseconds. Link transmission rate is 

2.5Gb/s. Each node maintains global network state information for routing and this 

information is periodically updated. The network topology used in the simulation is 

shown in Figure 1, which has 7 nodes, 13 links, and an average nodal degree of 3.7143 

has a total of 58 possible cycles (whereas the traditional NSFNET topology (14nodes, 21 

links,) has 139 possible cycles).  

.  

1. Given an incoming request 3-tuples {Na, Nb , L}. 

2. Prune all non-feasible links in G (N, L) and generate a modified graph G’ (N’, L’). 

3. Assign link weights using existing optimized load balancing schemes. 

4. Compute the shortest paths among nodes {Na, Nb} in G’(N’, L’). 

5. For each working path prune links used from G’ (N’, L’) and compute its link-disjoint protection path. 

6. Compute conditional failure probability for each working or protecting path as per efficiency score (ES). It 

is assume that T be a multicast light tree to be protected, s be the source node in T, N f be an intermediate 

node in T, and D= {d1, d2,..,d i } be the set of destinations in T that are affected when a failure occurs on the 

node N f .Once a failure occurs on the node N f , the multicast traffic is rerouted through the p-cycle C j to 

ensure the survivability of the multicast session. The p-cycle provides a protection segment to deliver the 

multicast content to all destinations that are affected by the failure of N f . This segment is denoted by [ N a , 

N e ]. A p-cycle C j in the network can protect the node N f   if and only if there exists a protection segment [ 

N a , N e ]∈C j such that:  

a. The node N a ∈T, the node N e ∈T and N f ∉ [ s,N a ] where [ s,N a ] is the segment in T linking the 
source s to the node N a . 

b. ∀d k ∈D, ∃ a node N k ∈ [ N a ,N e ] and N k ∈]N f ,d k ], where ]N f ,d k ] is the segment in T linking 
N f to d k . 

c. N f ∉ [ N a ,N e ]. 

7. The efficiency ratio/score (ES) of C j is given by 𝐸𝑆(𝐶𝑗) =  
𝑊𝑗.𝐿+𝑊𝑗,𝑁

|𝑐𝑗|
 , where Wj,L is the highest number of 

unprotected links in L that C j can protect, Wj,N is the highest number of unprotected nodes in N that C j can 

protect and |C j | is the spare capacity required for setting up a unity p-cycle C j . |C j | equals the number of 

links traversed by C j.   

8. Select path pair or candidate p-cycles having minimum weight joint failure probability as followed in step 

no 6 and 7.              
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Figure 1. Simulated Network Topology 

Without loss of generality, it is assumed that each link has two fibers. The two fibers 

transmit in opposite directions; 16 wavelengths are available on each fiber. The source 

and the destinations of each multicast session are randomly selected (uniform distribution 

law). The number of destinations in each multicast request equal to 5, which seems to be 

reasonable as the total number of nodes in the used topology is less than 16.The 

performance metrics used for evaluation, is blocking probability, resource utilization and 

average computation time. The blocking probability is the percentage of requests that 

cannot be routed or protected among the total number of requests. The resource utilization 

is the percentage of reserved wavelengths in the network among the total number of 

wavelength links. The average computation time is required for routing and protecting a 

traffic request. A performance criterion for each metric is computed according to the 

traffic load. For each traffic load value, 5×105 requests were generated. This number of 

requests is enough to measure blocking probability, resource utilization and average 

computation time with a 95% confidence interval. The proposed OCERT scheme is 

simulated (as shown in Figure 2) with two different values for the number of candidate p-

cycles (800 and 400). For the existing techniques, the blocking probability increased 

when the traffic load was high. It is seen that the proposed OCERT scheme outperforms 

the existing techniques and has a lower blocking probability, especially when the traffic 

load was high. The proposed scheme with number of candidate p-cycles as 800 has the 

lowest blocking probability. When number of candidate p-cycles is 400, the blocking 

probability of proposed scheme increased but remained lower than that of traditional 

ones. This is because as number of candidate p-cycles (400) is very low compared to the 

total number of p-cycles in the existing network (NSFNET). 
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Figure 2. Performance Comparison of Blocking Probabilities 
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Figure 3. Performance Comparison of Resource Utilization 

The resource utilization of various schemes has been compared as shown in Figure 3. 

When the traffic load increases, the wavelength percentage reserved per link is higher for 

both proposed OCERT scheme as well as traditional schemes. The wavelength 

percentages reserved by the proposed scheme for number of candidate p-cycles (800 and 

400) are very close. This percentage is very low compared with that of the traditional 

ones, especially when the traffic load is high. For a traffic load equal to 65 erlangs, almost 

70% of the wavelengths on each link are reserved for the proposed scheme and 80% for 

the traditional ones. 

To assess the speed of the proposed scheme, performance metric average computation 

time has been considered for setting up a multicast request. The average computation time 

in the proposed OCERT scheme with both candidate p-cycles is very low compared with 
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that of the existing scheme (as shown in Figure 4). This is due to the availability of lower 

number of p-cycles for the protection. 
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Figure 4. Performance Comparison of Average Computation Time 

Table 1. Performance Comparison of Proposed OCERT Scheme 

Attributes Network Topology 

Simulated topology (7-nodes) NSFNET ( Existing with 14 nodes) 

Maximum no. of cycles found 58 139 

Average cycle length moderate large 

Average Computation time (sec) low high 

No. of Shortest paths for end nodes 12 22 

The results as shown above in Table.1 indicate that the proposed OCERT scheme finds 

all possible cycles within a reasonable time in comparison with existing ones. 
 

5. Conclusion & Future Scope 

In the present work, survivability algorithms based on p-cycles in optical WDM mesh 

networks have been investigated with a motive on balancing towards optimality of 

solution and computational complexity. The proposed OCRET scheme ensures node and 

link failure recovery based on a set of suitable candidate p-cycles to overcome the high 

computation time problem. The simulation results obtained indicate that the proposed 

OCERT scheme outperforms the traditional schemes in terms of blocking probability, 

resource utilization and computation time. The simulation results confirms the 

effectiveness of the proposed scheme however in future some other optimization 

techniques and requirements parameters may also be analyzed for reducing the calculation 

time. Also, future efforts will look at developing more detailed optimization models to 

derive lower bounds on achievable performance. 
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