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Abstract 

This paper proposed the Square code which is appropriate to the WSNs. The Square 

code can detect failures that are larger than double bits error and can correct failures 

that are larger than single bit error, and the implementing method is presented in the 

paper. For an information that are 16 bits long, all kinds of single bit and double bits 

error can be detected and corrected. For the triple bit errors, all of the errors can be 

detected and 93.6% can be corrected where the triple bit error combination has 

560ea(C(16,3)). Proposed code scheme is suitable in the WSNs because it has a small size 

packet. Also, this paper classifies a fault model in the sensor node. Proposed Square code 

has improved area-overhead more than 50% compared with SEC-DED(Single Error 

Correcting – Double Error Detecting) conventional codes. 
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1. Introduction 

The development of semiconductor technology has led to the scaling down of feature 

sizes and lowering of operating voltage [1]. Because of those reasons, WSNs have emerged 

from the convergence of smart sensor technology, wireless communication, and 

processing technology. Especially, scaling down is effective for the low power operation 

because it allows sensor nodes to become smaller in size and be more efficient in power 

usage [2]. 

WSNs might be growing rapidly. Also, it will be employed in a wide range of new 

applications including various environment monitoring, such as earthquake, forest fire, 

battlefield surveillance, machine failure diagnosis, biological detection, home security, 

smart spaces and inventory tracking in the near future [3,4]. WSNs are deployed 

randomly to a wide area which is unreachable from human activity area. So, they are 

exposed weakly to a hostile environment because they have a mission to monitor natural 

environment under power constraints and severe weather conditions. Even though under 

hostile environment, wireless sensor networks need reliable data collection and 

transmission to meet the mission of monitoring. Additionally, maintaining reliability of 

the sensor networks from the hardware failure is very important, because there is very 

little human intervention to repair or maintain the sensor network systems since deployed 

[5,6]. 

As the sensor node becomes smaller, the required operating power also decreases. This 

effectively reduces the cost for wireless sensor networked systems deployment. When it 

comes to reliability, the smaller and cheaper wireless sensor networks are harder to gather 

and transmit to a robust data. So, the reliability factor of the system becomes more 

important when a wireless sensor network system becomes larger. Additionally, even if 

the sensor node has a power constraint, the wireless sensor networked system has to 

guarantee to provide reliable data. Also, wireless communication channel can also be 

another source of failure when transmitting data from other sensor node [7]. 

WSNs are consisted of tiny sensor nodes that are able to communicate each other 
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wirelessly to transmit collected data [5]. A set of sensor nodes build clusters, and one 

particular sensor node which is elected among the sensor nodes in the cluster becomes a 

cluster head. In order to transmit data, data is transferred to the cluster head and then 

transferred to other cluster. Finally, data is transferred to the sink node which is the final 

station of the transmitted data. As mentioned before, if a hardware failure occurs in the 

sensor node, the sensor node must be able to recover automatically because human can’t 

repair the fault in sensor node since deployed. So, we need to apply the fault recovery 

technology which can detect error and correct error bits in WSN. 

This paper proposed a reliability improvement methodology in the wireless sensor 

networks. First, this paper analyzes failure mechanism in wireless sensor networks. 

Second, new error correcting code is proposed which can correct single error data bit and 

detect larger than 2 bits error in the wireless sensor network based on the analyzed failure 

mechanism. 

 

2. Error Control in Wireless Sensor Networks 

We need to focus on a cost effective way to control malfunction in WSN systems. 

ARQ (Automatic Repeat Request) is one of the strategies to control errors in WSN. As 

retransmit the error packet, it can control error when the system found errors. These error 

packets are retransmitted until there is error free. In this case, system can detect error by 

using a cyclic redundancy check (CRC). To detect error from the transmitted data, it 

needs additional error check bits among the original data. This automatic repeat request 

(ARQ) scheme has increased cost from resending error packet when it occurs error [8,9].  

ATM-8 HEC code is commonly used in the CRC. This code scheme checks the data bit 

error for the 64 bits data that are suitable to the semiconductor memory system. To detect 

data bits error for the 64 bits, 7 CRC parity bits are added to detect data bit corruption, 

and ATM-8 HEC code generates the error correcting code from the polynomial 

x8+x2+x+1. 

code word (n)= information bits(k) + CRC parity bits(p)                      (1) 

A code word of length n is consisted of the information bits length k together with the 

parity bits of length p. For the implementation of the ATM-8 HEC code by using the 

polynomial, the code is made of 6 XOR gate logic layers, and in total it has the overhead 

of over 700 XOR gate. [10] 

FEC (Forward Error Correction), which can improve the performance of error control, 

is another strategy for controlling the error in the WSN. It is based on the error correcting 

codes (ECCs) that can correct received error bits. Data that are sent to the receiver include 

ECCs which is able to detect and correct error bits using certain amount of redundant 

information. Therefore, FEC can reduce power consumption in the process because they 

don’t need to retransmit error packets [11,12]. 

Data packet size is increased by the redundancy information, which is consisted of 

parity bits. Thus, even without the redundancy costs calculated, it needs additional costs 

for the encoding in the transmitter and the decoding in the receiver. Many types of ECCs 

were introduced in the previous research. Hamming code is the most typical code in the 

ECC. And Reed-Solomon and BCH codes are widely known block codes. The ECC block 

codes are commonly represented by the triple (n, k, p), code rate is defined as Rc = k ⁄ n.  

Assume that the data consists of a certain number of information bits k. A number of 

check bits p identifies the error which may be one of the check bits. The number of check 

bits p can distinguish 2p cases. Therefore, check bits must check themselves as well as the 

information bits, the value of p, must range from 0 to p+k, which is p+k+1 distinct value. 

2p  ≥  p+k+1                                                            (2) 

It applies to any single error correcting (SEC) binary FEC block code. 
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3. Error Mechanism in Wireless Sensor Networks 

There are many source of data corruption when the signal is propagated through the 

wireless channel, such as noise and interference. Data error can be investigated and 

classified in the hardware side between the transmitter and receiver.  

 

3.1. Fault Model 

WSNs have many clusters and sensor nodes and a sink node. Regarding failures, it is 

necessary to approach the different parts for each functional model, such as between 

cluster and cluster, between sensor node and cluster or between cluster node and sink 

node. Figure 1 shows the failure in the WSNs. 

 

 

Figure 1. Fault Model in WSNs 

3.1.1. Sensor Node 

- Sensing fail: It is depending on the quality of sensor. It can be excluded from the 

classification of the malfunction.  

- Stuck-at fault: “1/0” fixed fault in the input/output stage. 

- Transition fault: The failure that occurs when a data is transition from “0/1” to “1/0”. 

 

3.1.2. Transmitter and Receiver 

This is a type of failure that occurs between the sensor node and CH (Cluster Head) 

node or between the sensor nodes. It can be classified into following fault: 

- Stuck-at fault: “1/0” fixed fault in the input/output stage. 

- Transition fault: The failure that occurs when a data is transition from “0/1” to “1/0”. 

These malfunction occur between the transmitter and receiver due to external noise such 

as alpha particle. 

 

4. The Square Code 
 

4.1. Information Length k = 4 

This paper proposed a Square code which is based on the Matrix type CRC code. [13] 

The proposed coding scheme essentially checks for the bit errors in the row direction and 

column direction by using the parity bits. In the Table 1, it showed the configuration of 

the code word, where n (= 8) is the length of a code word, k (= 4) is the number of 

information bits in a code word and p (= 4) is the number of parity bits. This code 

represented as (8, 4, 4). Parity bits are located in the end of the column and row direction 

as shown in Table 1. Based on Table 1, code word is encoded at the first transmitting 

terminal, when it is received from sensor node to the other sensor node. According to 

syndrome inequality, it is decoded at each sensor node to determine whether there are 

errors or not. Syndrome inequality (s0~s3) is shown in Table 1. 
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Data is transferred to the receiver sequentially when the transmitter sends data to the 

receiver. Figure 2 shows data sequence which is the code word of 8 bits length and this 

code word is consists of 4 bits information and 4 bit parity in a clocked system.  

 

 

Figure 2. Data Sequence in Clock System 

Therefore, code word is received to the receiver as following sequence: 

code word (n) = d0 d1 p0 d2 d3 p1 p2 p3                                   (3) 

Parity p0 checks the odd numbers bit of ‘1’ among the d0 and d1. Parity bits p0~p1 

check the data bits in a row direction, and parity bits p2~p3 check the data bits in a 

column direction. In order to organize odd-parity check system, if the number of ‘1’ data 

is odd, the parity bit will be a ‘1’. If not, the parity bit will be a ‘0’. Finally, Syndrome s0 

must be ‘0’ that is the sum of d0, d1 and p0. Due to an error, if the number of ‘1’ bits are 

odd, syndrome will be ‘1’. All of the syndrome values (s0~s3) are calculated in the same 

way and the syndrome expression are shown in Table 1. And (8, 4, 4) code is shown in 

Table 2. Minimum distance of this code has dmin = 3. Therefore, it is possible to 

distinguish the 16 cases of information. 

Table 1. Configuration for the 4 Bits Information 

 

Table 2. (8, 4, 4) Square Code 

 
 

4.1.1. Coverage 

(8, 4, 4) code has 4 parity bits. There is minimum distance 3 between the each code 

word. All kinds of single bit and double bits error can be detected and corrected. Triple 

bits error can be detected but can’t be corrected. From Table 1, quadruple bits error can’t 

be detected because all of syndrome values have logic low status. 

 

4.2. Information Length k = 8 

Based on the minimum Hamming distance, the length of parity bits should be increased 

proportionally for the extending information bits. In Table 2 it is shown the (14, 8, 6) code 

configuration of the code word, where n (= 14) is the length of a code word, k (= 8) is the 

number of information bits in a code word and p (= 6) is the number of parity bits. 

Syndrome expression is consisted of the same way in Table 1, and shown in Table 3. 

Code word is received to the receiver as following sequence: 

code word (n) = d0 d1 d2 p0 d3 d4 d5 p1 d6 d7 p2 p3 p4 p5                      (4) 
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Table 3. Configuration for the 8 Bits Information 

 
 

4.2.1. Coverage 

(14, 8, 6) code has 6 parity bits. There is minimum distance 6 between the each code 

word. All kinds of single bit and double bits error can be detected and corrected. For the 

triple bit errors, all of the errors can be detected and 82.2% can be corrected where the 

triple bit error combination has 56ea(C(8,3)). 7% of quadruple bits errors can’t be 

detected (36 patterns) for example d0/d1/d3/d4 bits error is occurred because all of 

syndrome values have logic low status. 

 

4.3. Information Length k = 16 

When the information length is extended to 16 bits, code is organized to (24, 16, 8). In 

Table 4 it is shown the configuration of the code word, where n (= 24) is the length of a 

code word, k (= 16) is the number of information bits in a code word and p (= 8) is the 

number of parity bits. Code word is received to the receiver as following sequence: 

code word (n) = d0 d1 d2 d3 p0 d4 d5 d6 d7 p1 d8 d9 d10 d11 p2 d12 d13 d14 d15 

 p3 p4 p5 p6 p7                                                     (5) 

Table 4. Configuration for the 16 Bits Information 

 
 

4.3.1. Coverage 

(24, 16, 8) code has 8 parity bits. There is minimum distance 8 between the each code 

word. All kinds of single bit and double bits error can be detected and corrected. For the 

triple bit errors, all of the errors can be detected and 93.6% can be corrected where the 

triple bit error combination has 560ea (C(16,3)). 4% of quadruple bits errors can’t be 

detected (72 patterns) for example d0/d1/d4/d5 bits error is occurred because all of 

syndrome values have logic low status. 

 

4.4. Information Length k = 32 

In order to increase information length to 32 bits, code must be organized to (44, 32, 

12). In Table 5 it is shown the configuration of the code word, where n (= 44) is the length 

of a code word, k (= 32) is the number of information bits in a code word and p (= 12) is 

the number of parity bits. Code word is received to the receiver as following sequence: 

code word (n) = d0 d1 d2 d3 d4 d5 p0 d6 d7 d8 d9 d10 d11 p1 d12 d13 d14 d15 

d16 d17 p2 d18 d19 d20 d21d22 d23 p3 d24 d25d26 d27 p4 d28 

d29 d30 d31 p5 p6 p7 p8 p9 p10 p11                                   (6) 
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Table 5. Configuration for the 32 Bits Information 

 
 

Table 6 shows minimal solutions of SEC-DED (Single Error Correcting - Double Error 

Detecting) code which is based on inequality (1) for a range of values of information bits 

k. Proposed Square code is shown in Table 1 which is compared with Hamming code. For 

example, a total 24 bits length of code word required eight check bits including 16 

information bits and Hamming code needs five bits for the same code word length that is 

to provide the SEC-DED. 

 

4.4.1. Coverage 

(44, 32, 12) code has 12 parity bits. There is minimum distance 12 between the each 

code word. All kinds of single bit and double bits error can be detected and corrected. For 

the triple bit errors, all of the errors can be detected and 97.7% can be corrected where the 

triple bit error combination has 4960ea (C(32,3)). 2% of quadruple bits errors can’t be 

detected for example d0/d1/d6/d7 bits error is occurred because all of syndrome values 

have logic low status. 

Table 6. Parity Bits Comparison for Error Correction/Detection 

 
 

5. Square Code Implementation 
 

5.1. Error Correction Block 

The block which is correcting the error is implementation for the proposed Square (24, 

16, 8) code is shown in the Figure 3. According to the syndrome inequality in Table 4, bit 

errors can detect. For example, if data d0 is corrupted, syndrome value S0/S2 will get 

logic high, and then S0/S2 will detect error in d0. In this case, the gate AD turns on the 
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N1/P1 transistor, and then the corrupted data d0 will go through a transfer gate N1/P1. 

Finally, corrupted data d0 is corrected to the original value, which has a complementary 

logic value of d0. If there is no error, the gate ND turns on the N2/P2 transistor, and then 

the original data d0 will go through a transfer gate N2/P2. All of the single bit error 

among the data (d0~d15), it can be corrected as the same way.  

For the double-bit errors, there are 120 cases error patterns where C(16,2) is the 

combinations of double bit error. And 24 case error patterns (20%) can’t be correctable. 

For example, if double bits errors occur in the data d0/d1, syndrome value S4 and S5 will 

get logic high but S0 still stay logic low states. Therefore, according to the S0/S4, data d0 

can’t be corrected also d1 can’t be corrected from the syndrome S0/S5. 

And only some of the odd-bit errors for the data, it can be corrected. For example, if 

triple error occurs in the data d0~d2, syndrome value S0, S4, S5, and S6 will get logic 

high. Therefore, according to the S0/S4, data d0 can be corrected, and d1 can be corrected 

from the syndrome S0/S5, and d2 can be corrected from S0/S6. 

 

 

Figure 3. Error Correction Block for the Proposed Square (24, 16, 8) Code 

5.2. Error Detection Block 

Figure 4 shows the implementation of decoding block for the proposed Square (24, 16, 

8) code and Figure 5 shows the error detecting block. For example, if double bits errors 

occur in the data d0/d1, syndrome value S4 and S5 will get logic high but S0 still stay 

logic low states. All of the double bit errors can be detected by compare with S3 and S4 or 

compare with S5 and S6. 

 

 

Figure 4. Syndrome Decoder for the Proposed Square (24, 16, 8) Code 
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Figure 5. Error Detection Block for the Proposed Square (24, 16, 8) Code 

6. Results 

The results of the proposed Square code scheme are shown in Figure 6 and Table 7. 

Table 7 shows the overhead comparison between the Square code and conventional code. 

Square code scheme has the best result in overhead. In order to compare the overheads, 

information length is set to 64 bits. Figure 6 shows the graph of difference in parity length 

between the Square code and Hamming code for the same information length. This shows 

that the smaller the length of the information bits reduced the difference of parity length 

between the Square code and the Hamming code. 

Table 7. Error Detection Block for the Proposed Square (24, 16, 8) Code 

 
 

 

Figure 6. Error Detection Block for the Proposed Square (24, 16, 8) Code 
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7. Conclusion 

This paper proposed a Square code which is appropriate to the WSNs. Usually, when 

data are transferred between the sensor nodes in a wireless sensor network, the size of the 

information is small because data only includes sensed information. Therefore, this paper 

shows the advantage of the Square code when we use it in WSNs for ECC. For the range 

of the small size information (<16), the parity size of the proposed Square code is almost 

the same compared with the Hamming code. And the proposed scheme has improved 

overhead than conventional codes and it has a very simple scheme in order to generate 

code word. 

Also this paper shows the improved performance of error correcting and detecting. The 

Square code can detect failures that are larger than double bits error and correct failures 

that are larger than single bit error as shown in coverage analysis. 
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