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Abstract 

This paper investigates packet loss issue in multicast enabled network mobility 

management using network simulator. Network mobility management namely PMIPv6 

has the capacity to reduce mobile IPv6 performance problems. But PMIPv6 basic 

architecture is limited to unicast communication. Therefore, this paper proposes PMIPv6 

with context delivery and multicast fast reroute mechanisms to enable multicast services. 

In this paper, the configuration of multicast enabled PMIPv6 is done in network simulator 

called NS3. The aimed is to solve packet loss problem. This paper assumes that packet 

loss as the number of packets that are lost in a multicast communication. Packet loss is 

unescapable particularly in mobile multicast communication. It is a network system 

requirement to meet the threshold value of acceptable packet loss rate below than 5%. 

The packet loss ratio and the packet delivery ratio are extracted from the trace-file 

produced by the simulation process in NS3 simulator. The analyses of the packet loss 

ratio and packet delivery ratio are hereby presented. 
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1. Introduction 

By year 2020, mobile data traffic will reach 30.6 exabytes of monthly global mobile 

data traffic [1-3]. 75% of the global mobile traffic will be video and 66% of devices will 

be connecting to IPv6 mobile network.  In recent years, there are huge interest in mobile 

multicast IP development, nevertheless, until now there is no typical standard [4-5]. This 

paper presents an improvement in term of packet loss and packet delivery in order to 

provide high context delivery in multicast enabled network mobility management. The 

improvement is done via implementation of Proxy Mobile Ipv6 (PMIPv6) [7-8] with 

context delivery [9-11] and multicast fast rerouting [12]. This new implementation is 

called CTMFR. The aim is to improve packet loss and packet delivery performance. The 

analysis of context delivering is through NS3 simulator and benchmarked with the 

standard [13].  

The outlined of this paper is as follows. Section 2 described related research in network 

mobility management development. While Section 3 illustrated the context delivery fast 

reroute implementation. Section 4 explained the simulation analysis. Section 5, is the 

summary. 

 

2. Related Research 

The fundamental approach to deal with mobility in IPv6 is stated in MIPv6 [6]. Many 

mobile multicast methods amended the standard MIPv6 to enable multicast 

communication. The present mobility management are not generally accepted and with no 

effective flow to care for multicast communication [14]. Future Internet mobile multicast 
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support must be able to provide 'close to optimal' performance with expected cost 

compliant to real-time data distribution [15].  

Work in [16] implemented an effective handover for multicast subscribers. It delivers 

optimal delivery path for intra domain transfer by implementing an efficient handover 

multicast subscribers. While work in [17] proposed route optimization method to improve 

multicast traffic in PMIPv6, it focused on the implementation of multicast support on the 

MAGs. Work in [18] proposed a direct multicast routing with base solution for mobile 

multicast destination support in PMIPv6. The results outperform the benchmarked 

methods in terms of signaling cost. 

Work in [19] enhanced the functionality of PMIPv6 by introducing a multicast enabled 

handover technique. The technique improves the performance by eliminating the false 

handover initiation. The obtained simulation results show a reduction in packet loss and 

handover latency which improves the handover performance. In [20], the implementation 

of a Proxy Fast MIPv6 was validated with actual deployment implementation. Work in 

[21] aimed to specifically study PMIPv6 mobility management protocol to investigate the 

performance of mobile handover that occur in the mobility protocol implementation. 

While in [22], it presented deployment for enabling distributed mobility management with 

IP multicast. 

 

3. Fast Reroute Content Delivery Implementation 

Improving PMIPv6 in order to allow multicast communication to pass through is 

essential. This is because PMIPv6 only allows unicast communication to pass through. 

This paper enables multicast via context delivery and multicast fast reroute mechanism to 

the standard network mobility management. This mechanism provides multicast services 

with high network performance in term of packet loss and packet delivery.  

This mechanism provides the delivery of the multicast context in advanced. Therefore 

reduces unnecessary transmission after the handover. As for the fast reroute, it allows the 

existence of primary and secondary path for the multicast data delivery. This eliminates 

high packet loss problem.  

By using this mechanism, the overall process needed to continue the multicast service 

after the handover is very minimal. This is because the context delivery is transmitted to 

the MAGs before the handover. Therefore, all the necessary data for the MN to join the 

multicast group is sent earlier. The MN received the multicast traffic directly after the MN 

transfers to the nMAG. The mobile node is not involved in sending the multicast data to 

the nMAG or LMA.   

Figure 1 displays the basic network topology for the new mechanism. Figure 2 shows 

the context transfer process flow. Figure 3 illustrates the multicast fast reroute process 

flow. 
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Figure 1. Basic Network Topology for the Implementation 

 

Figure 2. Context Transfer Process Flow 
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Figure 3. Multicast Fast Reroute Process Flow 

Basically the NS3 is configured with PMIPv6 environment and User Datagram 

Protocol (UDP) as the traffics. Performance metric measured is packet loss and packet 

delivery. The results are collected in PCAP modules. NetAnim file is used for trace files 

processing written in XML extension to outcast the simulation as shown in Figure 4 and 

Figure 5. While Gnuplot is a portable command-line driven graphing utility used to 

display the results obtain in graphs as shown in Figure 6 to Figure 9. Figure 5 shows the 
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NS3 simulation setup with 18 nodes. While Figure 5 shows part of the simulation. Table 1 

shows the NS3 parameters. 

Table 1. Parameters for Simulation 

Parameter Values 

Simulator NS3.19 (Ubuntu 14.04) 

Simulation time 100 - 500 s 

MN velocity 20n- 60 m/s 

Bitrate CBR 

No of nodes 18 

LMA-MAG Link Delay  10 ms 

MAG-AP Link Delay  2 ms 

Data Rate 50 Mbps 

 

 

Figure 4. NetAnim PMIPv6 Topology 
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Figure 5. NetAnim PMIPv6 Simulation 

4. Simulation Analysis 

As the mobile node changes it location, it suffers from packet loss. It is high possibility 

that the new visiting network does not enable multicast causing rejection of all the 

multicast traffic. Due to this, multicast fast reroute and context delivery PMIPv6 is 

selected and implemented in NS3. The packet lost ratio results for NS3 is given in Figure 

6 and Figure 7, with 500 number of maximum simulation time, with increase value of 

mobile node speed of 20m/s for each 100s simulation time. From Figure 6, it shows that 

the packet loss ratio increases as the simulation time and mobile node speed increases.  It 

can be seen from Figure 7, that the implementation appears as low in comparison with 

high packet loss during handover in standard PMIPv6. On average the proposed method 

only faced not more than 3.7% packet lost ratio whereas the benchmarked faced more 

than 12% packet lost ratio. In other words, the CTMFR helps to minimize the packets loss 

ratio.  

Figure 8 and Figure 9 shows the packet delivery ratio for the implementation and also 

for comparison with the standard benchmark. As shown the packet delivery ratio 

decreases as the simulation time and mobile node speed increases. However, the new 

implementation performs better than the benchmark. As can be seen the packet delivery 

ration is inversely proportional to the packet loss ratio. 
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Figure 6. Packet Lost Ratio versus Simulation Time for the Proposed 
Implementation 

 

Figure 7. Packet Lost Ratio versus Simulation Time - Comparison 
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Figure 8. Packet Lost Ratio versus Simulation Time for the Proposed 
Implementation 

 

Figure 9. Packet Delivery Ratio versus Simulation Time - Comparison 
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When handover latency is reduced, MN does not have to wait for the long handover 

process configuration setup. Since the MN join the multicast group directly after the MN 

changes the location. Hence, there will be smooth context delivery with no connection 

break, and thus traffic can continuously running without any interruption. This has 

significantly reduced the possibility of packet loss occurrence. Therefore, the number of 

packet delivery ratio is high as can be seen in Figure 9 and Figure 10. 

The effectiveness of the implementation is shown in the Figure 8 and Figure 10. It can 

be seen that there is huge gap between the improvised implementation and the standard. 

By using PMIPv6 with CTMFR, the performance for 100 packets is almost more than 

50% better than the standard method. For real-time application like Internet, the 

occurrence of packet loss is common. The high packet loss rate will seriously degrade the 

service quality of real-time applications received by MN. In order to avoid large 

performance fluctuation during handover, MN should experience no significant difference 

in packet loss rate before and after handover process. Low packet loss rate has been 

identified as another dimension of requirements in providing better handover 

performance. 

 

5. Conclusion 

The PMIPv6 is enabled with multicast fast reroute and content delivery and evaluated 

using NS3 simulation. The performance of the selected metric is presented, validated and 

compared to PMIPv6 standard. The improvised implementation provides better packet 

loss rate.  From the simulation results, this verified the combination of CT and MFR 

provides lesser performance issue as to the general PMIPv6. 
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