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Abstract 

The objective in the allocation of the facility depends up to the situation under 

consideration. For instance, in case of ATM, shopping malls, public utility services like 

schools, hospitals, etc. the facility is assigned, to such locations where the density of the 

users is more so that the facility will be utilized by as large as possible users. In such 

situation, the profit is at second priority as compared to utilization of facility. In this 

paper, we consider the same scenario and provide a hybrid algorithm for the solution of 

facility allocation problem. In the first-step, we use DBSCAN clustering technique, and 

after clustering, mixed integer linear programming technique is used in each cluster to 

get the best facility which will generate the maximum profit. Flowchart of the proposed 

algorithm and numerical example is presented. 
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1. Introduction 

The facility location problem deals with the finding of the best location among the 

available one, which fulfills the objectives under consideration. The objective of the 

facility location problem depends upon the situation for example if we want to install a 

business outlet then the main objective will be the profit, on the other hand, if we want to 

install a medical facility then the main objective will be the utilization of the facility by as 

much as possible beneficiary. Similarly, bank ATM is also generally installed in a densely 

populated area. In such situations, generally the density-based clustering algorithms are 

used in order to get the information that which area contains the dense population. After 

getting the information about density, a facility is installed and if more than one option for 

opening the facilities are available then the preference will be given to those locations 

which will provide the maximum profit. For the density-based clustering, DBSCAN is 

one of the well-known clustering techniques, which is very much used by researchers. 

In real-life applications, DBSCAN are used in many areas for instance [1] proposes a 

modification of DBSCAN clustering algorithm for identifying traffic accident-prone 

locations.  [2] apply an ontological approach to the DBSCAN algorithm in the form of 

knowledge representation for constraint clustering. [3] applied two clustering techniques, 

k-means and DBSCAN, to an annotated Twitter dataset in order to evaluate the use of 

clustering for detecting different types of sentiment. They find that the results are very 

encouraging for DBSCAN as compared to k-means [4] proposed a modified generalized 

density-based clustering algorithm to deal with fuzziness in the values describing the 

population demographics which can be used for ATM location. 
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Through clustering, the determination of facility locations could be guided. [5] 

proposed an algorithm based on Sample Average Approximation that utilizes clustering 

techniques to update the sample sizes for the facility location problem dynamically. In 

real life, the facility location problem has been studied in various fields such as business 

management, medical diagnostics, and communication networks. Mixed Integer 

Programming is generally used in the computation of these models[6]. [7] proposes a 

mathematical model to aid banks in restructuring their branch locations by maintaining, 

closing or opening branches. The restructuring process is modeled as a nonlinear problem 

and is formulated as a mixed binary, integer linear model.  

As stated by Melin and kauzo [8] the requirement of FLP is everywhere in real life, 

like establishing of various public services, emergency services, telecommunication 

networks services etc. This makes FLP is one of the interesting and complex problems for 

day to day life.[9] provide details of several other facility location models. [10, 11] Reza 

Zanjirani Farahani et al has contributed a review of hierarchical facility location models 

based on the objective of cost minimization and service availability maximization.[12] 

has given a review report concerning the characteristics of the dynamics of FLPs as well 

as the mathematical formulations that have been studied by the literature. [13] gives a 

clustering-based location-allocation method to the Capacitated Facility Location Problem. 

Thus to the best of our knowledge DBSCAN with Mixed integer linear programming 

technique is not used by any author for the solution of FLP.  

The nature of FLP is so vast so that is not possible to design a single algorithm which 

we can apply in various FLP to find the solution. In the present scenario when the 

availability of service is essential to retain customers and to gain the profit also by 

providing all services is very challenging. The service quality can be maintained in the 

current scenario.  

In this paper, we are assuming the position coordinated for ‘M’ customers and ‘N’ 

facilities. Over the set of ‘M’ customers and the ‘N’ facilities we are using the DBSCAN 

clustering technique for the formation of density based clusters. Each customer has certain 

demand and each facility have ‘fixed cost' for the setting up the facility, ‘variable cost’ for 

the regular operation and the limited capacity or supply. We are also considered the 

transportation cost between facility and customer. After the cluster formation, mixed 

integer linear programming technique is used to optimize the profit function in the 

presence of capacity constraint. In the objective function, we are using the revenue earned 

from the customer, facility cost, variable cost, and transportation cost. 

This remaining paper is organized as follows. All the notations and the explanation of 

FLP are provided in Section 2. Section 3 contains the analysis of the FLP. Particular cases 

are discussed in section 4. Section 5 contains the algorithm for the solution of FLP. The 

numerical example is presented in section 6. Section 7 concludes the paper. 

 

2. Proposed Model 

In general, service-based facility location models are based on the radius. Therefore, 

such facilities require the approach which fulfills their service in a radius.  
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Figure 1. Solution Procedure Flow Chart 

1. Notations, Definitions and Properties 
 

The following notations are used in this paper: 

Start 

C
M

: Customers with demands and Position Coordinates 

P
N
: Facilities with Variable cost, Fixed cost, Capacity and 

Position Coordinates 

X
ij
: Distance from customer 'i' to facility 'j' with 

Transportation cost 

Cluster-a 

CM1: 

Customers 

PN1: Facilities 

Cluster-b 

CM2: Customers 

PN2: Facilities 

Cluster-k 

CMK: 

Customers 

PNK: Facilities 

DBSCAN Algorithm 

Assuming Position 

Coordinates 

MILP 

Maximum Profit Facility PNa* 

END 
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i= Index of facilities, 1≤ i ≤ n 

j =Index of customers   1≤ j ≤ m 

( , )j jA B =location of the customer j, 1≤ j ≤ m. 

( , )i iA B = location of the facility i, 1≤ i ≤ n  

jD = demand of customer j 

jr = price charged to client j, i.e. per Unit 

is = capacity of facility i 

ic = fixed cost of a facility i 

iV = variable cost of facility i 

ix = binary decision variable, i.e., the value 1, if facility ‘i’ is open, and 0 otherwise 

ijy = supplied quantity to from facility i to customer j 

ijt =The cost of transportation from facility i to customer j 

dj = demand of the customer j 

 

We use the following assumptions for the model 

1. The capacity, facility cost and the variable cost of the facility are fixed. 

2. The demand of the individual customer is fixed. 

3. A customer can use only one facility. 

3. Clustering is based on the density of the customers. 

4. Transportation cost of per unit per unit distance for all customers is same. 

 

3. Facility Location Problem 

In this model, the objective function is defined by  

1 1 1

max [( ) ]
n m n

j i ij ij i i
i j i

r V t y c x
  

 
     

      

(1) 

which contains the unit price charged to the customer (rj), operating cost (Vi), 

transportation cost (tij) and the facility opening cost (ci). Here the price charges to the 

customer is subtracted by the operating cost, transportation cost and the facility opening 

cost to get the revenue.  

The capacity for a particular facility must be greater than or equal to the supply. In 

terms of mathematical inequalities, it is defined as 

1

, 1,2,....
m

ij i i
j

y s x i n


                   (2) 

Thus the final facility allocation problem in will as  

1 1 1

max [( ) ]
n m n

j i ij ij i i
i j i

r V t y c x
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 
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Subject to  

  1

,   1,2,....
m

ij i i
j
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
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Algorithm 

Input: C
M

: Customers with their demand 

 P
N

: Facilities with their attributes 

 X
ij

: distance from customer i to facility j 

Output: Return Best facility for each cluster 

 The algorithm consists of three steps : 

Clusters containing nearby facilities and customers 

Find out the best facility for each cluster which provides Maximum Profit. 

End  

 

4. Numerical Examples 

We now present the numerical examples to illustrate the solution procedure.  

 

Example1: Consider the case when parameters of the FLP are: Table 1 shows the 

values of the Fixed Cost, Capacity and Variable Cost for all the 10 locations (P1 to P10). 

Table 2 shows the distance matrix, that is, the demand of 50 customers (C1 to C50) from 

10 locations (P1 to P10)., Transportation Cost 1600/unit/unit distance and Price charged 

to client j is 150000 per Unit. 

Table 1. Fixed Cost, Capacity and Variable Cost 

Locations Fixed Cost Capacity Variable cost 

P1 43850000 4000 100000 

P2 105620000 1500 110000 

P3 53120000 1800 110000 

P4 101800000 1300 110000 

P5 29300000 1000 110000 

P6 113720000 3400 100000 

P7 44550000 3700 100000 

P8 44120000 1800 110000 

P9 41850000 4000 100000 

P10 51600000 4200 100000 

Table 2. Distance Matrix 

Table 2:  Demand for 50 customers (C1 to C50). 

Customers C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 

Demand 12 14 121 12 134 5 114 21 132 14 

Customers C11 C12 C13 C14 C15 C16 C17 C18 C19 C20 

Demand 15 14 21 32 7 15 14 21 32 11 

Customers C21 C22 C23 C24 C25 C26 C27 C28 C29 C30 

Demand 15 14 21 32 74 15 24 21 22 64 

Customers C31 C32 C33 C34 C35 C36 C37 C38 C39 C40 

Demand 24 15 11 22 12 14 25 4 21 32 

Customers C41 C42 C43 C44 C45 C46 C47 C48 C49 C50 

Demand 72 15 14 21 7 65 54 21 32 18 

Total Customer = 50, Total Demand = 2062 units 
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5. Results 

Table 3 shows the result of the numerical example. Here we presented the results for 

both the clustering and without clustering. 

Table 3. Result when Facility and Variable Cost are Different 

Approach Without Clustering With Clustering 

Number of Clusters = 2 

Locations P1 and P6 P1 P6 

Total distance 

of a customer 

from a particular 

facility 18.2 23.82 22.69 21.18 

Total distance 

between all 

customer & 

facilities 90.02 75.87 

No. of 

customers whose 

demand was 

satisfied 19 31 48 2 

Average 

Customer 

Distance from a 

particular facility 4.72 2.9 1.5 10.59 

Profit for each 

cluster ……. 53116210 2330782 

Total Profit 48317120 55446992 

Number of Clusters = 3 

Locations P1, P6 and P8 P8 P6 P5 

Total distance 

of a customer 

from a particular 

facility 23.42 

37.7

6 

2

1.52 19.29 28.38 

25.9

7 

Total distance 

between all 

customer & 

facilities 84.7 73.64 

No. of 

customers whose 

demand was 

satisfied 21 9 20 12 29 9 

Average 

Customer 

Distance from a 

particular facility 2.6 

6

.08 2.7 6.1 2.5 8.1 
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Locations …….. 10889400 

322096

20 

568

5117 

Total distance 

of a customer 

from a particular 

facility 48378250 76238120 

Number of Clusters = 4 

Locations P4, P6, P7 and P10 P6 P8 

P

1 P6 

Total 

distance of a 

customer 

from a 

particular 

facility 12.21 

15

.42 

1

7.13 

 1

9.78 10.74 9.93 

3

2.17 

28

.75 

Total 

distance 

between all 

customer & 

facilities 74.54 68.59 

No. of 

customers 

whose 

demand was 

satisfied 6 21 8 

1

5 10 31 4 5 

Average 

Customer 

Distance from 

a particular 

facility 

2.

04 0.74 

2.1

5 

1.

32 12.5 4.051 

31.3

9 

25.1

1 

Profit for 

each cluster ……. 

3131

6610 

9942

294 

1884

606 

611

02020 

Total 

Profit 48400020 49253712 

 
From the table it is clearly seen that if we group the customer on the basis the density 

then the profit will increase since the facility is used by as much as large customers. 

 

6. Conclusion 

The facility location problem with the fixed customer demand and the fixed capacity 

are considered. This paper basically contributes to the following aspects: (a) hybrid 

algorithm with DBSCAN clustering technique and mixed integer linear programming are 

considered. (b) Utilisation of facility is prior to the profit. (c) The proposed algorithm can 

also find the optimum number of clusters.The effectiveness of the solution is measured 

after applying the model on a real-life example. The computational results present the 

effectiveness and accuracy of the parameters to gain the maximum profit. 
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