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Abstract 

Under the highly development of the information society, only by carrying out 

education reform can be cultivate more innovative talents. Because the traditional 

education idea has already taken root in the hearts of people, education informatization is 

a necessary way to change this kind of thought. The generation of cloud computing 

technology leads to the revolution of data processing technology. It can make use of a 

small amount of resources to effectively deal with the big data in the information system 

of educational institutions. Neural network is one of the important technologies of 

educational data mining in cloud computing environment. BP neural network is a typical 

multi-layer forward network, which is composed of input layer, hidden layer and output 

layer. It can be used to predict the data through the training model. In this paper, based 

on the characteristics of the distribution of education resources, we put forward the 

method to analyze big data of education by using Hadoop technology. This method uses 

the MapReduce programming model to manage the data, so as to improve the speed and 

efficiency of data analysis. Secondly, in Hadoop platform, this paper puts forward the 

method of parallel BP neural network in education data processing. The method consists 

of the following main steps: firstly, input data and set up a three layer parallel neural 

network. Secondly, according to the location of each node to block the data, and transfer 

M separate blocks to the Map function for processing. Thirdly, through the gradient 

descent method, the Map function finds the weight distribution of each block by iterative 

algorithm. Fourthly, we transfer the key-vlaue to the Reduce function, and update the 

statistics. Finally, repeat the update the calculation process of weight. After several 

iterations, the optimal solution of the objective function is found, and the weight 

distribution of the network is obtained. Finally, we simulate the parallel BP neural 

network algorithm based on education cloud platform, in order to prove that it is suitable 

for the prediction of learning achievement of the network teaching system. 
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1. Introduction 

Under the highly development of the information society, only by carrying out 

education reform can be cultivate more innovative talents. Because the traditional 

education idea has already taken root in the hearts of people, education informatization is 

a necessary way to change this kind of thought. The generation of cloud computing 

technology leads to the revolution of data processing technology. It can make use of a 

small amount of resources to effectively deal with the big data in the information system 

of educational institutions. The concept of cloud computing has been widely concerned by 

people after a few years of development. Google, IBM, Microsoft, Amazon and other 

technology companies have developed cloud computing and achieved their own cloud 

computing platform. In addition to the cloud computing technology in the business sector, 

the open source community also has a deep study of cloud computing technology. 
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Hadoop is a typical representative of the open source cloud computing technology [1]. 

Google published the paper on the GFS and MapReduce in 2003 and 2004 [2-3], and the 

distributed file system and parallel programming model were introduced. Because it is 

very fit for the demand of mass information processing, it has caused great repercussions 

in the academic and industrial circles. At the same time, the research and development of 

cloud computing platform involves a variety of core technologies. Among them, the big 

data statistical analysis and the probability forecast technology is the key point and the hot 

spot of the research. The value of information contained in the big data is constantly being 

excavated [4]; Cloud computing information security technology is also in constant 

development [5,6]; Distributed computing [7] and distributed storage [8-10] are closely 

related with the resource scheduling technology. 

At present, neural network is one of the important technologies of educational data 

mining in cloud computing environment. After decades of development, researchers have 

done a lot of research work in many aspects. Such as the adjustment of learning rate, the 

improvement of error function and the excitation function, the optimization of the 

network structure and the optimization of the algorithm. In the aspect of improving the 

learning rate, the paper proposes the step size adaptive method that uses the   as a part of 

the network parameters, so as to have their own learning step [11]. Based on the same 

principle, the three stage learning step is realized in literature [12]. In literature [13], the 

learning rate is adjusted dynamically by the correction of the weights. In the aspect of 

optimization algorithm, in order to speed up the convergence rate of the standard LMBP 

algorithm, a variable step size LMBP algorithm is proposed in literature [14]. Based on 

the momentum term, the literature [15] adds a term that is proportional to the error, thus 

forming the three terms BP algorithm. Based on the standard Sigmoid function, the paper 

presents a model of activation function with four adjustable parameters [16]. However, 

these methods do not have the ability to deal with the large data of education, and cannot 

adapt to the modern education system.    

In this paper, based on the characteristics of the distribution of education resources, we 

put forward the method to analyze big data of education by using Hadoop technology. 

This method uses the MapReduce programming model to manage the data, so as to 

improve the speed and efficiency of data analysis. Secondly, in Hadoop platform, this 

paper puts forward the method of parallel BP neural network in education data 

processing. The method consists of the following main steps: firstly, input data and set up 

a three layer parallel neural network. Secondly, according to the location of each node to 

block the data, and transfer M separate blocks to the Map function for processing. 

Thirdly, through the gradient descent method, the Map function finds the weight 

distribution of each block by iterative algorithm. Fourthly, we transfer the key-value to 

the Reduce function, and update the statistics. Finally, repeat the update the calculation 

process of weight. After several iterations, the optimal solution of the objective function is 

found, and the weight distribution of the network is obtained. Finally, we simulate the 

parallel BP neural network algorithm based on education cloud platform, in order to prove 

that it is suitable for the prediction of learning achievement of the network teaching 

system. 
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Figure 1. The Architecture Diagram of Big Data in Cloud Platform 

 

2. Cloud Computing Platform Based on Hadoop 

The application of cloud computing in the field of education can provide effective 

services for teaching, experiment, self-learning and tutoring. With the application of 

cloud computing in the field of education is gradually mature, the field of education 

is undergoing a transformation from the primary, simple computer assisted 

instruction to the complex, interactive cloud computing assisted instruction. Cloud 

teaching platform not only can improve the teaching efficiency, promote the 

interactive learning of students, but also can improve the students' thinking ability 

and promote the development of students' intelligence, so as to improve the overall 

teaching quality. 

With the characteristics of college teaching, we use the distributed and 

hierarchical design structure in the teaching big data. In this paper, the 

establishment of the cloud computing platform as shown in Figure 2. From Figure 2, 

it can be divided into 3 layers which are data layer, model layer, and application 

layer. 
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Figure 2. The Education Platform of Cloud Computing 

(1) Data layer: 

The information of the data layer mainly comes from the cloud server data, such as 

learning cloud, student information resources cloud and other educational resources. It is 

through the HDFS Hadoop technology to store the data information, and uses ZooKeeper, 

Hbase and other data processing and management tools to dynamically generate 

MapReduce tasks, so as to calculate them. 

(2) Model layer: 

In the model layer, Hadoop uses mathematical model to process the information which 

is stored in the data layer, and outputs the summary information. It includes the analysis 

of students' learning behavior, cooperative behavior, and other basic behavior. Through 

the analysis, we can grasp the basic information such as characteristics of students, 

learning ability, resource satisfaction, so as to put forward the suitable suggestions for 

their learning. 

(3) Application layer: 

The information of students and other educational resources are analyzed in the model 

layer. Then the results are obtained. These results include students' learning ability, 

students' personality traits and so on. Teachers can make use of these results to evaluate 

the current teaching effect and students' learning effect, and predict the effect of teaching 

and learning in the future. Through the analysis of the forecast results, the best teaching 

strategies are given to the teachers. 
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3. Parallels BPNN Model Based on Map-Reduce 

BP is a kind of multilayer feedforward neural network, and its main training algorithm 

is the error back propagation algorithm. In 1986, the United States artificial intelligence 

expert for the first time proposed the concept of BP neural network. After more than 20 

years of development and application, BP neural network model has a certain 

representation. It is widely used in many fields, such as the data compression, 

classification, pattern recognition and function approximation. It consists of three parts, 

namely the input layer, the hidden layer and the output layer. Its network structure as 

shown in Figure 3. 

 

 

Figure. 3 The Network Structure of the BPNN 

The number of nodes in the hidden layer of the BP network with 3 layers is p . 
1w  and 

2w  are the weight matrix of neural networks from the input layer to the hidden layer and 

from the hidden layer to the output layer. The excitation function of hidden layer is ( )x , 

and the excitation function of output layer is ( )g x .  

The input of the hidden layer is: 
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The output of the neural network is: 
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The error of the output neuron is: 

s s se d o   

Among them, 
sd  is the expected output value of the s th neurons. 

Define performance index function: 
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According to the gradient descent method, we get the gradient of the performance 

index function on the threshold value of each weight.         
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The basic idea of parallel neural network is divided into two parts. Firstly, we divide 

the blocks according to the location of the input data in the network, and use the gradient 

descent algorithm to calculate an iteration result of weight of the blocks. Then, we update 

the results in the whole network, and carry on the next iteration and update until we find 

the optimal solution of the network weights. In the Hadoop platform, the parallel method 

which is proposed in this paper has three main steps. Firstly, input data and set up a three 

layer parallel neural network. Secondly, according to the location of each node to block 

the data, and transfer M separate blocks to the Map function for processing. Thirdly, 

through the gradient descent method, the Map function find the weight distribution of 

each block by iterative algorithm. Then, we set the calculation result to (key, value), and 

save them. Among them, the key represents the weight of the corresponding position 

coordinates, and the value represents the size of the weight. Fourthly, we transfer the key-

vlaue to the Reduce function, and update the statistics. Then, the Reduce function updates 

the weights of the input, so as to update the whole network. Finally, repeat the update 

process of weight computation. Through several iterations, the optimal solution of the 

objective function is found, and the weight distribution of the network is obtained. 

 

4. Simulation Experiment and Result Analysis 

As the input data set of the BP network, the training sample plays an important role in 

the training of the network. The data set is selected scientifically will determine whether 

the BP network can be used for prediction, as well as forecast results. In order to 

understand the students from various aspects, the teaching system needs to track the 

learning status of students, and obtains some factors related to learning achievement from 

the traditional teaching experience. The main factors are the students' online learning 

time, students' learning ability, homework, test scores and so on. We take these state 

information as the input data of BP network. First, we give a list of the original data in 

Table 1. Because of the large amount of data, we only give a part of the original data. 

Table 1. The Original Data 

Nember 

online 

learning 

time 

learning 

ability 
homework 

test 

score A 

test 

score 

B 

test 

score 

C 

The total 

learning 

achievement 

1 40 strong 90 95 85 80 excellent 

2 35 normal 72 79 83 79 good 

3 30 normal 70 59 72 63 normal 

4 15 weak 60 52 43 45 fail 

5 33 normal 70 75 68 72 normal 

6 26 normal 72 59 68 77 normal 

        

 

As the dimensions of the various indicators are different, so we cannot make a direct 

comparison. In order to make the index have comparability, and to speed up the 

convergence rate of the neural network, this paper has carried on the normalized 

processing to each index. Then, we train the parallel BPNN model. After many tests, the 

system has a minimum of fitting residuals when the nodes number of hidden layers is 3. 

Therefore, this paper is a 6-3-1 model. Training results are shown in Figure 4.  
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Figure 4. The Number of Hidden Layer Nodes is 3 in Neural Network 
Training (N=1000) 

In order to verify the performance of the high performance computing system under the 

background of big data, this paper uses the Hadoop cluster environment is made up of 8 

SYSTEM X3850 IBM server, each server is a quad core PC, each core as a Hadoop node. 

One of them is also used as NameNode, JobTracker and DataNode. The rest of nodes are 

DataNode and TaskTracker. After that, we use the fast Fourier-Transform algorithm to 

generate the test data sets of 3 different sizes: small data sets (S, 100MB), medium data 

sets (M, 300 MB) and big data sets (L, 500MB). We take different data sets as the sample 

data set of the parallel BPNN algorithm, and compare with the serial BPNN and parallel 

BPNN algorithm.  Experimental results are shown in Figure 5. 

 

 

Figure 5. Data Processing Capability with Different Nodes 

As can be seen from Figure 5, the amount of data processed by the two BPNN 

algorithms in a same node dimension is different. The amount of data processed by 

parallel BPNN algorithm is less than traditional BPNN algorithm. However, with the 

gradual increase of nodes, the amount of data processed by the two algorithms have 

gradually produced a difference. Although with the increase of nodes, the two algorithms 

can deal with more data. But the parallel BPNN algorithm is more obvious and more 

outstanding. 

The speedup of the system is defined as the ratio of the execution time of serial 

algorithm to the parallel algorithm to solve the same problem on the same system. If the 

serial execution time of a parallel program is (1)T , the parallel execution time is ( )T N on 

the N nodes, the speedup of the program is ( ) (1) ( )S N T T N .  In fact, (1)T  consists of 
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two parts, namely serial execution part 
ST  and parallel execution part 

pT . Therefore, the 

speedup can be expressed as 
(1)

( )
( )

S P

S P

T TT
S N

T N T T N


 


. 

Next, we give the effect chart of the speedup of the parallel BPNN algorithm and 

parallel SVM algorithm. 

 

 

Figure 6. The Speedup 

As is known to all, the speedup of the algorithm for the perfect parallel system is close 

to 1. But in practical applications, with the increase of the number of nodes, the 

consumption of the network transmission between nodes increases, so the linear speedup 

is very difficult to achieve. From Figure 6, we can see that with the increase of data set, 

the speedup of the algorithm of this article is close to the linear increase, especially for big 

data sets. In practice, the greater the amount of data, the higher the speedup of the parallel 

BPNN algorithm. That is to say, the algorithm of this paper can meet the demand of the 

forecast of the high dimensional data of the teaching system.  

  Finally, we use the parallel neural network model which is established in this paper to 

predict the learning achievement of students with different sample sizes. The 

experimental results show that the prediction model established in this paper has a better 

prediction accuracy. In addition, with the increase in the amount of data, the accuracy of 

the prediction is gradually increased. 

 

 

Figure 7. Accuracy of the Prediction 

 

5. Conclusions 

In this paper, based on the characteristics of the distribution of education resources, we 

put forward the method to analyze big data of education by using Hadoop technology. 

This method uses the MapReduce programming model to manage the data, so as to 
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improve the speed and efficiency of data analysis. Secondly, in Hadoop platform, this 

paper puts forward the method of parallel BP neural network in education data 

processing. The method consists of the following main steps: firstly, input data and set up 

a three layer parallel neural network. Secondly, according to the location of each node to 

block the data, and transfer M separate blocks to the Map function for processing. 

Thirdly, through the gradient descent method, the Map function finds the weight 

distribution of each block by iterative algorithm. Fourthly, we transfer the key-value to 

the Reduce function, and update the statistics. Finally, repeat the update the calculation 

process of weight. After several iterations, the optimal solution of the objective function is 

found, and the weight distribution of the network is obtained. Finally, we simulate the 

parallel BP neural network algorithm based on education cloud platform, in order to prove 

that it is suitable for the prediction of learning achievement of the network teaching 

system. 
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