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Abstract 

With the development of society, number of art image becomes bigger and bigger. In 

order to classify the art images, it is necessary to retrieve the images with common 

features. Different from the commonly used image query method, art images are always 

seen by specific researchers and to study and classification, and it is much more 

important for the query method with high retrieval precision. So it is important to develop 

a better query method specifically used for the art image query. The main work of this 

paper is to establish a combined method to improve the art image query precision without 

decreasing the query time seriously. The combined query method includes several steps: 

(1) Initial query. The tag query method and the semantic query method will be used. The 

initial query results includes the results searched by both the methods. (2) Reorganization 

of the initial query results. The repeated images will be cleared and only one image will 

be left. (3) Distance based results rechecked. The most relative image will be ranked in 

front of the list and the less correlation image will be cleared. (4) Reordering the images. 

All the images will be reordered by the distance which reflects the correlation of the 

query image. According to the experimental verification, the combined method can 

improve the query precision. 
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1. Introduction 

With the development of Internet and multimedia technology, the explosive growth of 

multimedia information [1-3] is presented. Facing to the database with a massive image, 

people can quickly and accurately obtain similar images only by effective image 

retrieving [4-8]. Comparatively, although the number is smaller than that of Internet 

multimedia pictures, the art image [9-11] contains a large amount of information, 

meanwhile, some artistic images may be contained in other images. Therefore, image 

search [12-14] with accurate results can help to the image classification and analysis. 

How to quickly get the search results with guaranteed high query accuracy is quite 

important. 

The traditional method of image query is based on the image number and label. 

Specifically, indexes, including texts, number tags, contained some information described 

is added to the images. When searching the image [15], the text and number tags will be 

retrieved. And then, the image search becomes the exploration based on index. Because 

the image is rich in content, it is difficult to completely express only with a text label. 

Therefore, there are often mistakes in the query process. In addition, if the standards for 

the description change, the label is also reproduced to meet the requirements of the new 

query. Especially, these text labels are selected and added up to the image by observer, 

and it will be greatly affected by the subjective factors. This is because different observers 

or the same observer under different conditions may give a different description with a 
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pair of images. The results will be bot objective. Due to the no uniform standard, the text 

may be contradictory. How to effectively analyze the correlation of user's retrieval 

intention and give a better solution to the current semantic gap of the image will be quite 

important to improve the retrieval performance of the image retrieval system. 

The image query can be divided into two steps as follows: Firstly, search the images 

according to the semantics [16-17]; secondly, the results of the semantic query should be 

sorted [18-19]. So far, there are two aspects of image retrieval in the image search 

process. One is the correlation between the retrieval results and target image [20-21], and 

the other one is the diversity of the results compared to the target image [22-23]. The 

correlation of the retrieval results is whether the images shown in front of the results list 

are related to the user's retrieval intention. The reordering method based on the correlation 

is called correlation reordering method. There are usually two basic assumptions used in 

the method: 

(1) Each pair of visually similar images should have relatively close relevance scores, 

so position of them in the reordering list should also be relatively close;  

(2) Despite of noise, the initial retrieval results can give some image correlation 

information to some certain extent. 

Therefore, if reordering the initial search results, the reordering results should draw 

lessons from the initial results. According to correlation analysis of querying, consistency 

of position of the related images should be provided before and after the reordering 

process. 

It is different from the correlation reordering, diversity based retrieval results pay more 

attention to the image diversity of results returned. That is to say that good retrieval 

results should include all visual pattern image [24-25] and without missing images in the 

results list. With different weight, image diversity of reordering should provide as much 

information to the user and avoid visual redundancy problem in image retrieval process. 

It is difficult to propose a best reordering method for the art image results. The main 

work of this paper is to establish a combined method to improve the art image query 

precision. The aim of the method is to put the most relative image in front of the results 

list and meet the demand of the query. The remainder of the paper is shown as the 

following: some typical reordering methods are introduced in Section 2; the new 

combined method is described in Section 3; the verification for the new method is shown 

in Section 4; and the Conclusion is shown in Section 5. 

 

2. Typical Reordering Methods 

So far, the image reordering method is mainly according to image low-level visual 

features, such as color moments, edge histogram, and bow histogram. The image 

correlation information will be searched and the reordering work will be processed. These 

methods are mainly from the low level visual features of the image, and these methods 

can be classified into the following categories: 

(1) Clustering based method. This method assumes that the images in the retrieval 

results meet the query demand are similar to each other, and images with no correlation 

are visually different. According to the cluster methods, noise images with no correlation 

to the query demand will be classified into sparse and discrete clusters, and the noise 

images will be filtered out according to a specific method. 

(2) Classification based method. This method regards the initial retrieve images at two 

kinds of correlation and no correlation. Therefore, the image reordering problem will be 

transformed into the image classification process.  

(3) Learning based method. This kind of method, combined with statistical machine 

learning theory, is used to analyze the user's search intention according to the reordering 

of the initial image retrieval results, and the scheduling model which can reflect the search 

characteristics will be positively learned. Then, the aim of the image reordering will be 

realized. 
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Figure 1. Flow Chart of the Template Matching 

So far, there are two main ways for image retrieval. One is the text based query 

method, and the other one is the image based query method. For both methods, different 

retrieval results correspond to different reordering structures, and information contained 

in each query sample is different. Therefore, single ranking model is unable to all query 

samples with high efficiency. Although learning based method can learn corresponding 

ranking function adaptively according to the query characteristic, it is often unbearable for 

the expense of online training. At the same time, the training model often has poor 

expansibility due to the limited training samples of offline trained learning. So, over 

fitting problem is often difficult to avoid when the offline method is used. 

On the other hand, the image reordering problem can be considered as a process of 

noise data filtering, and the similarity measurement between images is inevitable. 

However, because of the existing semantic gap between the low-level visual features and 

high-level semantic concepts of the image, images with similar visual features do not 

necessarily mean similar semantic concepts. Then, the final retrieval results are often 

unable to well match the user's search intention.  

 

3. The Combined Search Method 

Since the disadvantage of the existing methods, it is quite important to develop a new 

search method combined with the visual feature and the semantic concepts. For the article 

image, the retrieval speed is not very important, instead, the retrieval results are quite 

important. Here, a combined method with semantic retrieval and results filtration has been 

proposed to improve the results quality. 

 

3.1. Semantic Retrieval 

The image set can be described as: 

 nIIIT ,..., 21
                                     (1) 

Then, the feature of Dense SIFT local feature points based visual word bag is extracted 

from each image: 

 )(),...,(),( )(

2
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                               (2) 

Assumption that probability distribution of semantic attributes can be obtained by the 

semantic attribute of the image, then 
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Here, ja
 and jv

 mean visual word and semantic attribute. The relation between visual 

word and semantic attribute can be described as 
)|( kj avp

. Then, the mapping dictionary 

between the visual word and the semantic attribute is composed of the transfer probability 

of visual word and semantic attribute. 

Taking the sigmoid function into the method: 

1

1
)(




xe
xf

                                                       (4) 

The semantic attribute of the image is mapped by sigmoid function, and the prediction 

fraction of each semantic concept is mapped to the probability distribution of 0~1 range. 

If we use 'A as the semantic attribute of the image without mapping, the probability 

distribution of the semantic attribute can be expressed as: 

)'(AfA                                                       (5) 

Here, f is a sigmoid function. 

The purpose of visual semantic mapping dictionary learning is to estimate the transfer 

probability
)|( kj avp

. According to the Bayesian total probability formula, the 

probability can be described as: 

)(*)|()( ii iij apavpvp 
                                  (6) 

The objective function of reconstruct learning can be described as: 
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Where, B  is the visual word distribution matrix; D is the visual semantic mapping 

dictionary; A is semantic attribute probability distribution matrix. 

From the perspective of dictionary learning, the probability of a visual word in a 

picture can be expressed approximately by a linear combination of the probability of each 

semantic attribute of the image. The visual semantic map dictionary can be regarded as a 

group of the basics while the semantic attribute probability distribution is the coordinate 

of the corresponding basic. The reconstruction problem of the dictionary is actually the 

problem of solving corresponding basic with known coordinate. 

 

3.2 Distance Matching Method 

Here, invert list technology is taken into the method. For the query image features, 

after the retrieval of recent w  inverted list, the overall filtration will be used for the 

results to filter the feature points. The feature points around the query feature point will be 

reordered. The key to the method is to determine a proper radius. A sphere with the query 

feature point at the center will be constructed. The sphere will be used to filter the feature 

points locates outside it. The results in the sphere will be reordered in this step. 

Give an inverted index structure
 klllL ,...,, 21

, and the corresponding clustering 

centers are 
 kcccC ,...,, 21

. The detailed query process can be divided into the 

following steps: 
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Step1: Calculate the Euclidean distance 
 kdddd ,...,, 21

 for all clustering centers in 
q and D . 

Tep2: Takes the smaller distance from 
 

wqqq ddd ,2,1, ,...,,
, and the all the feature points 

in the invert list are the query results 
 mq yyyRS ,...,, 21

 

Step3: Construct a sphere with Q  as the center. Radius Rq  of the sphere can be 

determined according to the distance iqd , : 





w

i

iqd
w

Rq
1

,

1


                                          (8) 

Where,  is the ratio coefficient, which is used to adjust the radius of the sphere. The 

purpose is to get the minimum radius of the query accuracy to filter out the similar results 

as much as possible. 

Step4: Calculate the distance 
),( iyqd

between query characteristics q and qRS
 

characteristics, and only results meet a specific condition will be retained. The specific 

condition can be described as: 

miRyqyqd qii ,...,2,1),( 
                     (9) 

Step5: According to the distance between features in RSqnew and query features, the 

feature points with the minimum distance will be selected as the final results. 

Among them, step 3 and step 4 are the concrete steps of the comprehensive filtering. 

The other steps are the same as the traditional inverted index based retrieval method and 

the residual based retrieval method. Comprehensive filtering didn’t change the 

construction types of the inverted index structure, and the only difference is the addition 

of the filtration of the query results in the feature search process. Thus, for the inverted 

index structure 
 klllL ,...,, 21

, the insertion process of the image feature x into the 

index structure is similar to that in the commonly used inverted index structure. 

 

3.3. The Combined Query Method 
The query information

The initial query results

Text based query method

Repeated image process

Semantic query method

Distance based image matching

Final query results

Reordering of the results

Results return

In the distance or not?

yes

Clear the image

No

 

Figure 2. Flow Chart of the Template Matching 
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The combined query method includes several steps: (1) Initial query. In this step, the 

tag query method and the semantic query method will be used. The initial query results 

include the results searched by both the methods. (2) Reoganization of the initial query 

results. In this step, the repeated image will be cleared and only one image will be left. (3) 

Distance based results rechecked. The most relative image will be ranked in front of the 

list and the less correlation image will be cleared. (4) Reordering the images. All the 

images will be reordered by the distance which reflects the correlation of the query image. 

The flow chart of the combined query method can be shown in Figure.2. 

 

4. Verification 

In order to verify the query precision improvement of the proposed method under the 

premise of without much affecting the query speed, some experiments are designed. Here, 

the new proposed method is used to compare with residual quantized based retrieval 

method. Query adaptive filtering method has also been discussed. This paper is to test and 

evaluate the retrieval performance of the new algorithm in the open SIFT feature dataset 

[26]. Specific information of the data set is shown in Table 1and the results is compared 

with that in reference [27]. All the experiments are operated on a computer with Intel 

Core I5 with the frequency of 2.8GHz and 4G memory. The software is matlab R2011b. 

Table 1. Information in the Dataset SIFT 

Dataset sift 

Feature dimension 128 

Training set 100000 

Dataset 1000000 

Query set 10000 

 

The Figure.3 to Figure.5 give query precision with the combined method and the 

reference method when the parameter k is 64, 256 and 1024. And Figure.6 to Figure.8 

give the query time of the combined method and the reference method. Where, R is the 

number of the query results and its value is 100. Parameters of k and w are the inverted 

list number of the index structure and the number of inverted permutation table. The 

experiments will prove the proposed new query results method can improve the query 

precision without seriously decrease the query speed.  

 

 

Figure 3. The Query Precision with Λ When K=64/W=8 



International Journal of Database Theory and Application 

Vol.9, No.6 (2016) 

 

 

Copyright ⓒ 2016 SERSC      187 

 

Figure 4. The Query Precision with Λ When K=256/W=16 

 

Figure 5. The Query Precision with Λ when K=1024/W=32 

 

Figure 6. The Query Time with Λ when K=64/W=8 
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Figure 7. The Query Time with Λ when K=256/W=16 

 

Figure 8. The Query Time with Λ when K=1024/W=32 

From Figure.3 to Figure.5, it can be seen that the combined method can improve the 

query precision. In fact, due to the combined method add a step in the query process, the 

number of initial results will be increased. This is due to the addition of the images with 

less correlation. When the initial image results number is increased, the query precision is 

increased. At the same time, due to the addition of the query step, the query speed 

becomes slow. For long search time, the increasing time is relatively short, but it is 

relatively long when the search time is short. Therefore, how to reduce the search time in 

the short-time-query process is important. It is also can be seen that when the λ is 

optimized, the value of it is also slightly affected by the k and w. 

 

5. Conclusion 

With the development of society, number of art image becomes bigger and bigger. In 

order to classify the art images, it is necessary to retrieval the images with common 

features. Due to its own characteristics, art images query method much more important 

with high retrieve precision. The traditional method of image query is based on the image 

number and label. Specifically, indexes, including texts, number tags, contained some 
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information described is added to the images. Due to the rich content, it is difficult to 

completely express only with a text label. Thus, there are often mistakes in the query 

process. The image query can be divided into two steps as follows: search the images and 

sorted. Both of the two steps are quite important.  

In the paper, a combined method for the art image query is proposed. The combined 

query method includes several steps: (1) Initial query. The tag query method and the 

semantic query method will be used. The initial query results include the results searched 

by both the methods. (2) Reorganization of the initial query results. The repeated images 

will be cleared and only one image will be left. (3) Distance based results rechecked. The 

most relative image will be ranked in front of the list and the less correlation image will 

be cleared. (4) Reordering the images. All the images will be reordered by the distance 

which reflects the correlation of the query image.  

According to the experimental verification, the combined method can improve the 

query precision. In fact, due to the combined method add a step in the query process, the 

number of initial results will be increased. This is because of the addition of the images 

with less correlation. The combined method will almost add a specific time length to the 

total query time. Therefore, when the total query time is short the combined method will 

add a relatively long time. 
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