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Abstract 

Originated from Bayesian statistics, Bayesian network，with such characteristics as its 

unique expression form of uncertainty knowledge, rich probabilistic expression abilities, 

and the incremental learning method for comprehensive priori knowledge，indicates the 

probability distributions and causal relations of objects, becoming one of the most 

striking focus among numerous current data mining methods. Taking a brief introduction 

of data mining for the point-cut of the study, and combining an explanation for the data 

mining process and an analysis of Bayesian Network, the paper investigates the 

implementation of Bayesian network applied in in learning. 
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1. Introduction 

Data mining is a process as well as a knowledge discovery in database, namely, it is 

from the large, incomplete, noisy, fuzzy and random data to extract implicit information 

that people do not know in advance, but it is potentially useful information and it is a non- 

trivial process for knowledge. Data mining is originated from many disciplines, including 

database, artificial intelligence, statistics, machine learning, etc.. Among them, the most 

important three fields are database, machine learning and statistics. These different 

historical influences made the different scholars hold different views on the function of 

data mining. 

 

Introduction of Data Mining 

With the development of global informatization, automatic data acquisition tools and 

mature database technologies have led to massive data stored in databases. It is very 

important to extract reliable, novel, and effective knowledge from massive data which can 

also be understood by people, hence data mining has caused great concerns to information 

industry. Its extensive application fields involve agriculture, learning diagnostics, business 

management, product control, market analysis, engineering design, scientific research, 

and so on. 

Data mining is related to many disciplines and methods, therefore, there are data a 

variety of classification methods for data mining. According to the task of data mining, it 

can be divided into classification or warning model discovery, data summarization, 

clustering, association rules discovery, sequence pattern discovery and dependency 

relation or the dependent model discovery, exception discovery and trend discovery, etc.; 

according to the object of data mining, it can be including the relational database, 

object-oriented database, spatial database, temporal database, text database, multimedia 

database heterogeneous database, heritage database and Web, etc.; according to the 

method, it can be divided into the machine learning method, statistical method, neural 

network method and database method. While machine learning methods can be divided 

into inductive learning methods (decision trees, induction of rules, etc.) based on the case 
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study, active learning, genetic algorithms, etc. Statistical analysis methods can be divided 

into regression (multivariate regression and autoregressive regression, etc.), discriminant 

analysis (Bayesian discriminating, Fischer discriminant, nonparametric discriminant, etc.), 

cluster analysis (hierarchical clustering, clustering segmentation, etc.), exploratory 

analysis (principal component analysis, correlation analysis, etc.) and so on. The artificial 

neural network method can be divided into feedforward neural networks (BP algorithm), 

self-organizing neural network (self-organizing feature map, competitive learning, etc.) 

The database method mainly includes the multidimensional data analysis, 

attribute-oriented induction method, etc. 

 

Data Mining Process 

Data mining is a process of mining interesting knowledge from among mass data stored 

in databases, data warehouses or other information bases. It is a definition by JiaweiHan 

in his work, Data Structures—Concepts and Technologies. Data Mining also refers to the 

process of discovering knowledge from mass data, as shown in Figure 1, which represents 

well the process of knowledge discovery. 

 

 

Figure 1. Flow Chart of Data Mining 

 

The Determination of Business Logics 

It is an important step for Data Mining to clearly define its business problems and 

determine the purposes of data mining. It has a blindness and will not be successful to 

mine data simply for the purpose of data mining itself.  

Data Preparation 

 The relearning of data, eliminating inconsistent and noisy data, and combining 

together the data from different data sources. 

 Choice of Data, searching for all internal and external data information relating to 

business objects, among which the data suitable for the application of data mining 

are chosen.  

 Data Transformation, aiming at certain methods for mining algorithm, and 

transforming data into forms suitable for mining. 

Data Mining 

 Using intelligent methods, we mine the acquired and transformed data. In addition 

to choosing the right mining algorithm, all the rest of the work can be completed 

automatically. 

 Knowledge Assessment. Interpreting and evaluating the results. The adopted 

analytical methods are generally determined by data mining operations, and 
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visualization techniques are often used. 

 Knowledge Representation. The knowledge obtained through an analysis will be 

provided to the users, or integrated into the organizational structures of business 

information systems. 

 

Classification and Forecasting 

Based on known training sets, Classification is used to find out models or functions 

which describe and distinguish the data classes or concepts, and to accurately classify 

each group and entities according to the classified information, so as to forecast object 

classes with unknown signs by using models. While in Forecasting, the forecasted values 

are numerical data. 

 

Cluster Analysis 

Cluster analysis aims at a collection of data objects, aggregates entities with the same 

characteristics to become one category, enables data objects in the same category to share 

as many similarities as possible, and uses certain rules to describe the common properties 

of the category, whereas there are large differences among objects in different categories. 

Clustering, in essence，is an unsupervised learning method, the purpose of which is to find 

out similarities and differences in data sets and to aggregate the data objects sharing 

common characteristics into the same category, the characteristics of each cluster can 

usually be analyzed and explained. 

 

Outlier Analysis 

Outliers are those data which are inconsistent with general acts or models of the most 

of the data in data sources. Much of this data are considered noises or abnormal and are 

discarded. However, these data are more interesting in such fields as analyzing customer 

behaviors, credit fraud screening and quality control of data, network security 

management and fault detection than those data appearing normally. 

 

Bayesian Network 

Bayesian network, also known as probabilistic causal network, web of trust, knowledge 

graph and so on, is a directed acyclic graph. A Bayesian network is composed of two parts: 

(1) a directed acyclic graph G with k nodes (as shown in Figure 2). The nodes in the graph 

represent random variables, and the directed edges between nodes represent interrelated 

relationships among the nodes. Node variables can be the abstract of any issues, such as 

test values, phenomena observations, questions and comments, etc... Usually directed 

edges are considered to express a kind of causal relationship, so Bayesian network is 

sometimes called causal network. It is important that directed graphs contain the 

conditional independence assumption, Bayesian network stipulates that each node Vi 

condition in the graph is independent from any nod subset constituted by non Vi 

descendant nods given by parent nods of Vi, Fi i.e., if A(Vi) is used to represent any node 

subset constituted by non Vi descendant nods, II (Vi) is used to represent direct parent 

nodes of Vi, then p(Vi A(Vi),∏(V i))=p(Vi ∏(Vi)). 
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Figure 2. An Exemplified Example of Structure of Bayesian Network 

P is a Conditional Probabilities Table (CPT) associated with every node. The 

Conditional Probability Table can be described by p(Vi ∏(V i)), which expresses 

correlations between nodes and their parent nodes---the conditional probability. The node 

probability without any parent nodes is its priori probability. A joint probability can be 

expressed according to a conditional probability chain, whose general form is 

p(V1,V 2,...,V k)= 


n

1i

P(Vi Vi-1...V1) 

The Network constituted by a graph G and a probability table p is called Bayesian 

Network, which represents causal relationships among random variables through the form 

of directed digraphs, and quantifies the relationships through conditional probabilities, 

and which can contain joint probability distributions of random variable sets and is an 

information representation framework combining causal knowledge and probabilistic 

knowledge.  

 

Model Construction 

Constructing the model is the core of data mining. Once the data cleaning and the 

transformation of variables are completed, the model construction is began. Before the 

construction of model, it must understand the target if the data mining and the types of 

data mining. In this stage, it needs for the cooperation with the relevant analysts who had 

the relevant knowledge. After understanding the task of data mining, selecting the 

appropriate algorithm becomes relatively easy. Each data mining task should be 

correspond to the appropriated algorithm. In most cases, we don't know what kind of 

algorithm is the most suitable before constructing the model. The accuracy of data 

depends on the properties of the algorithm. The correct way is to use different algorithms 

to construct multiple models, and then use the tools to evaluate the accuracy of these 

models. Even with the same algorithm, it should also set different parameters to build 

multiple models, so that it is conducive to adjust the accuracy of the model. 

 

Clustering Analysis Model 

Clustering analysis model must meet the requirements: (1) each model must contain a 

unique key column, it can be a numeric or text column, which is used to identify each 

record uniquely. (2) each model must contain at least one input column, the input column 

should contain the value which is used to generate the classification. The input column 

can be set more at random, while adding additional input column will increase the time 

for the model setting. (3) as far as this model is concerned, the predictable column is not 

required necessarily, but the predictable column can be added. The value of the 
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predictable column can be considered as the input of a clustering model, which also can 

be specified only for the purpose of prediction, Shown in Figure 3. 

 

 

Figure 3. Clustering Process 

 

Verifying Mining Model 

Verification is the process of assessing the implementation of mining model over the 

real data. Before setting the mining model in the production environment, it must verify it 

through the understanding of its quality and characteristics. It can use a variety of 

methods to assess the quality and feature of data mining model. First of all, it can use 

various statistical validity information to determine whether there are problems in data or 

models. Secondly, the data can be divided into the set of training and set of test so as to 

test the accuracy of prediction. Finally, it can ask the business experts to check the result 

of the data mining model to determine whether the pattern of findings in the target 

business scheme is meaningful. All of these methods in data mining methods are very 

useful in creating, testing and optimizing models to solve specific problems which can be 

used repeatedly. 

While Apriori algorithm is used for the Boolean data, so the historical evaluation data 

need to be converted. The reflection of food category is S, wherein x represents the 

number of the category, y represents the number of sub-class. The reflection of time and 

quarter is J1-J4. The reflection of month is M1-M12, the enterprise risk level is set QL，QM，
QS respectively as high risk, medium risk, low risk, for example, the official risk is set as 

GL, GM, GS, the trade risk is set as TM, TL, TS, the result of the risk assessment is set as PL , 

PM,  PS, which is encoded as follows in Table 1: 
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Table 1. Data after Being Encoded 

S01,S015,QS,GS,TS,J3,M9,PS 

S02,S021,QM,GM,TL,J2,M4,PM 

S02,S022,QM,GS,TL,J2,M4,PM 

S01,S15,QL,GM,TS,J3,M8,PM 

S02,S012,QM,GM,TM,J2,M5,PM 

S02,S021,QM,GL,TM,J2,M6,PM 

S02,S022,QS,GM,TM,J1,M1,PS 

S01,S15,QL,GL,TM,J2,M5,PL 

 

The Implementation of Learning Based on Bayesian Network 

A Bayesian network constructed according to users’ priori knowledge is called a priori 

Bayesian network, and a Bayesian network obtained by the combination of priori 

Bayesian networks and data is called a posteriori Bayesian networks, the process of 

obtaining posteriori Bayesian networks from priori Bayesian networks is known as 

Bayesian network learning. Bayesian network can keep learning, the posteriori Bayesian 

network obtained by the last learning can become the prior Bayesian network for next 

learning. Before each learning, users can make adjustments to the prior Bayes networks, 

enabling new Bayesian networks to be able to better reflect the knowledge contained in 

the data, as shown in Figure 4. 

 

 

Figure 4.Continuous Learning Graph of a Bayesian Network 

The learning based on a Bayesian network includes two contents: parameter learning 

and structure learning, meanwhile, according to different natures of the sample data, each 

part includes two aspects: complete instance data and incomplete instance data. Parameter 

learning methods are mainly the learning based on classical statistical learning and the 

learning based on Bayesian statistics - conditional probability table (CPT). Structure 

learning methods are mainly based on the Bayesian statistical measurement methods and 

based on coding theory measurement methods. The learning based on structures is 

presented below. 

In a Bayesian network, firstly a random variable Sh is defined, representing that the 

database D is a random sample assumptions from the network structure S and is given a 

priori probability distribution p(S
h
) which indicates the uncertainty of the network 

structure, and then the posterior probability distribution P(S
h
 D) is calculated. According 

to the Bayesian theorem, we have: 

P(S
h
 D)=P(S

h
,D)/P(D)=P(S

h
)P(D S

h
)/P(D), where P(D) is a normalization constant 

which is irrelevant to structure learning, and P(D Sh) is a structure likelihood. Then the 

posterior distribution of the network structure is determined, while the only need is to 

calculate the structure likelihood of the data for each possible structure.  

On the premises of multinomial distribution without constraints, independent 

parameters, and the adoption of Dirichlet priori and complete data, the structure 

likelihood of the data is exactly equal to the product of the structure likelihood of every 

(i,j) pair. 
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Research on Key Technology 

 

Information Standardization 

The related technology, standards, protocols and interfaces used by the regional 

information platform should follow relevant regulations of international, national and 

industry. The data structure and the design of the application software should implement 

the relevant standards of the industry [3]. First the regional learning information platform 

should refer to regulations of the basic framework and data standard of the learning 

records (for trial implementation) and regional learning information platform construction 

guide based the learning records (for trial implementation) issued by the Ministry of 

learning.  

 

Data Acquisition and Access Technology 

Due to the large student amount and the large volume of business the amount of data to 

interact in the student is also large. In order to ensure the normal operation of the student 

business system and the information sharing of the regional learning information platform 

the pre-machine can be used in the student to complete the interaction with the regional 

learning information platform. When the student registers in the student the identity card 

number is uploaded to the pre-machine and the pre-machine downloads the electronic 

learning information of the student to the teacher for the use of learning. In addition the 

pre-machine automatic extracts the learning information from the student systems and 

uploads to the regional learning information platform. 

The community learning service stations are all small in scale, so the data acquisition 

and accessing can use directly way of uploading and accessing. If the system is not easy 

to directly upload, it can also use the mode of manual importing. 

 

Network Transmission Technology 

Regional learning information platform involves all the students and the community 

learning service station in the region. The locations of the various learning institutions are 

scattered and some may be relatively remote. Therefore the network transmission can use 

a variety of combination. For the large students that the locations are near and the 

conditions are ripe these can use dedicated line access. But the cost of the dedicated line 

access is higher and the flexibility is not good. For the learning institutions that the 

locations are remote and there are no dedicated lines those can use the access mode of 

VPN (Virtual Private Network). VPN has to access methods that are SSL (Secure Sockets 

Layer) VPN and IPsec (Internet Protocol Security) VPN according to the use of different 

protocols. The way of SSL VPN is more flexible and convenient and the cost is low. The 

way of IPsec VPN need to install equipment in the client and the realization is 

complicated. 

 

Data Storage Technology 

The regional learning information platform stores the electronic learning record 

information and the electronic learning record information. The data storage of the 

regional learning information platform can use those ways including centralized, 

distributed and mixed ways. The centralized storage is to build a unified data center to 

store all the data in the students and communities such as the electronic learning record 

information. Virtualization technology can be used in order to ensure the efficient 

management of the centralized data store and reduce the cost.  The distributed storage is 

to store the data in each institution and save the indexed in the regional learning 

information platform such as the learning image information of the residents. The mixed 

storage is the combined way of the centralized way and the distributed way. 
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Information Security Technology  

The electronic learning record information of the regional learning information 

platform refers to the privacy of the residents. Once the electronic learning record 

information is leaked that will seriously affects the social order. So the construction of the 

regional learning information platform should be strictly in accordance with requirements 

of the national security level protection system to ensure the authenticity, integrity, 

confidentiality, availability, reliability and controllability of the information. The regional 

learning information platform should have the ability of safety protection, the ability of 

discovering the hidden trouble and the ability of emergency response. Therefore it needs 

to deploy equipment’s of safety isolation, intrusion prevention, malicious code defense 

and application layer firewall in front of the intranet hosts. The security of the services 

provided to external by the regional learning information platform need further strengthen. 

By employing the new method of the application layer defenses the attacks of the WEB 

such as the SQL injection and cross site scripting to ensure the anti-leakage of the 

information and the tamper proof of the portal site.  

 

2. Conclusion 

Therefore, the exported learning in the actual application should be combined with 

professional knowledge to analyze the rules produced by data mining, at the same time, 

these rules also provide some clues and inspiration for the professional research. 
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