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Abstract 

Based on the analysis of knowledge structure and factors that influence the 

professional competence of IMIS undergraduates, this paper selects 7 courses as 

evaluation indexes. Firstly, it gets 3 indexes of database theory, data oriented 

programming (C#), Management Information Systems as evidences through the method of 

information entropy reduction. Secondly, it improves the BPA of subjective experience by 

using rough set theory and gets an objective BPA. Finally, it uses D-S evidence theory to 

synthesize the evidence and evaluates the professional competence of IMIS 

undergraduates. 
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1. Introduction 

With the rapid development of technology, information industry has formed a complete 

industrial chain. And computer network technology and information technology toward 

the direction of deepening sophisticated. With the universal use of computers at work and 

in life, the quality of the whole society in the information system applications, 

information management, information analysis, information access has been generally 

improved. This poses a challenge to the major students and requires students to acquire 

more and better knowledge [1]. Therefore, cultivating students’ professional competence 

has become one of the immediate tasks of undergraduate education in Chinese 

universities.  

As an important element of vocational ability, professional competence is the ability 

which is relevant to expertise and the ability that can be competent of the job [2]. It is 

believed that professional competence is interrelated to knowledge, which is 

indispensable source information of professional competence [3]. Professional 

competence system consists of three indicators including specialty comprehensive ability, 

special ability and single ability, and each level indicator is expressed through evaluation 

objectives, evaluation criteria, evaluation methods, evaluators, evaluation process and 

evaluation results and so on. 

There are many domestic and foreign scholars employing the various methods to 

evaluate professional competence at present, and the general method to evaluate 

professional competence is to establish evaluation index system, then index weights and 

scoring are determined by experts subjectively, finally the total scores are obtained by 

weighted average. However, there exists no special research on evaluation of the 

information management undergraduates’ professional competence from a quantitative 

point of view. In this paper, rough set and D-S evidence theory are used to quantitatively 

evaluate the professional competence. The D-S evidence theory can solve uncertainty of 

the professional competence evaluation, and when it takes advantage of decision rule 

strength and decision expansion strength of rough sets theory, can get the less subjective 

BPA. 
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2. Rough Sets and D-S Evidence Theory  

In this section, the basic concepts of rough sets and D-S evidence theory used in this 

paper will be briefly discussed. 

 

2.1. Basic Concepts of Rough Sets Theory 

Rough set theory is a data analysis theory introduced by Polish mathematician Z. 

Pawlak in 1982. It is a new type of mathematics instrument used to deal with vague and 

inaccurate problems, as same as a mathematics approach mainly applied to the 

expression, research and induction of incomplete data or uncertain knowledge [4-5]. 

Some concepts like decision table, upper and lower approximation, attribute importance 

are important concepts of rough sets. 

Definition 1 Decision table. Let S=(U, A , V, f ) be a decision table. In the decision 

table, A=C∪D and C∪D=Φ, where C is the set of condition attributes and D is the set of 

decision attribute. Usually D contains only one attribute. U is the universe (a finite set of 

objects, U={X1, X2,..., Xm}), |U| represents the number of objects. V is the set of attribute 

values. 

Definition Information entropy. The information entropy of knowledge P is: 

                                                                                                                

                                                                                         (1) 

 

Definition 3. Conditional entropy. The conditional entropy that knowledge P 

respect to knowledge Q is: 

 

                    (2) 

In which  

 

  

Definition 4. Mutual 

information. The mutual information of knowledge P and Q is: 

                           (3) 

 

 

2.2. Basic Concepts of D-S Evidence Theory 

D-S theory is a generalization of the classical probability theory, which transforms the 

uncertainty of proposition into the uncertainty of set. It calculations and reasons the 

elements in 2
θ
, focusing on obtaining BPA (Basic Probability Assignment), belief 

functions( BeI ), plausibility functions( PI ) and especially evidence combination [6]. 

Definition 5. BPA. Let θ be identification framework, if function m:2
θ→[0-1] 

satisfying the following conditions:(1)m(Φ)=0; (2)Σ m(P)=1, then m(P) can be called 

Basic Probability Assignment. m(P) stands for the confidence level assigned to the 

proposition itself, that is the level that support itself occurred, rather than support its 

proper subset. 

 

3. The Evaluation Method Based on Rough Sets and D-S Evidence 

Theory 

The thinking that evaluate the professional competence based on rough sets and D-S 

theory is as following: one is to preprocess initial historical data and transform data sheet 

into decision table; two is to reduce attributes based on information entropy; three is to 
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obtain BPA based on decision table; four is to combine evidence; and the last is to 

evaluate professional competence. 

(1)Data Preprocessing 

The paper summarizes the 7 core courses by analyzing the major’s specialty cultivation 

plan of Chinese key universities. These core courses are oriented programming (C #), 

enterprise network engineering, management information systems, MIS database theory, 

principles of management, data structures, computer program design (C). According to 

experts, students' academic level divides as follows: 90 points and above is 

excellent, good is 80-89 points, 70-79 points is medium, poor is 60-69 points, fail is 

59 or less. "Excellent" stands for the first rank, "good" for second rank, "medium" 

for third, "poor" for fourth, "fail" for fifth. Among them, a course corresponds to a 

condition attribute of decision tables, decision attribute D is the professional ability 

level. And d1 represents excellent professional ability, d2 represents good 

professional ability, d3 represents poor.  

(2)Attribute Reduction Based on Information Entropy 

In general, all kinds of course grades, influenced by environmental factors, may cause 

conflicts, which means contains a lot of uncertainty. This kind of uncertainty is likely to 

lead to an increase in conflicts and bring a lot of difficulties to evidence combination. 

Attribute reduction can reduce this contradiction. In addition, judging professional 

competence is not have to use all the courses included in specialty cultivation plan, but to 

choose a group of effective courses, which can reduce information redundancy and 

calculating load and improve efficiency and effectiveness. On the basis of decision table 

generated by data preprocessing, this paper reduces attributes using information entropy. 

Theorem 1. Let U be a universe, P is a set of condition attributes, and d is a decision 

attribute. The necessary and sufficient condition that r ∈P is core attribute is: 

        rPdHPdH  ||   

In a decision table, we need to consider which attributes are core attributes that can’t be 

got rid of. 

(3)Obtain BPA 

Many of the current methods are based on the experience or designated by experts to 

get, which are very subjective. The main idea of this paper is firstly establishing decision 

table whose condition attributes are evidences(the grades) and the decision attributes are 

professional ability levels; secondly, calculating the decision rule strength between a 

single condition attribute and the decision attribute; then, calculating the decision 

expansion strength; lastly, obtaining BPA by using decision rule strength and decision 

expansion strength[7]. 

Theorem 2. Let P be a proposition in identification framework θ,then P∈2
θ
. Let S=(U, 

A , V, f ) be a decision table, in which a∈2
θ
.  

The numerical range of decision attributes VD=θ, H={a, D}, X j∈U/H,  
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(4) Evidence  Combination 

Let us assume m1 and m2 are two same BPA in identification framework θ, if BeI1’s 

focal elements are B1,B2,...,Bk, and BeI2’s focal elements are C1,C2,...,Cn. Then Dempster 

combination rule as below can be applied to evidence combination. 

                                                          

                                                                                                  (5) 

 

 

                                       

(5)Professional Competence Evaluation 

At last, the paper uses the method based on Basic Probability Assignment to judge the 

level of professional competence. Let us assume existing P1, P2 that can satisfy the 

following conditions. 

 

                                                                                                                                              (6) 

          

 

If there exists 

          

 

                                                                                                                                                 (7) 

 

Then P1 is the judgment results, in which ε1 and ε2 are two preset thresholds. 

 

4. Empirical Study 

The core knowledge structure of information management professionals includes in 

base layer knowledge, professional layer knowledge, and application layer knowledge. 

According to training targets and the knowledge structure, there are three kind of abilities 

required to master, including management ability, technical skills and information 

capabilities [2]. Combined with the knowledge structure and ability structure, professional 

competence can be reflected by professional theory courses, professional basic courses, 

and professional practice courses. This paper uses 7 core courses, including enterprise 

network engineering, oriented programming (C #), principles of management, data 

structures, computer program design (C), MIS database theory, management information 

systems, as its condition attributes C={x1, x2, x3, x4, x5,x6,x7}. And D stands for decision 

attribute, whose numerical range is {d1, d2, d3}, d1 represents excellent professional ability, 

d2 represents good professional ability, d3 represents poor. The paper uses 181 students’ 7 

course grades as universe U. The professional theory courses contain computer program 

design (C), principles of management, MIS database theory; the professional basic 

courses contain data structures, oriented programming (C #), enterprise network 

engineering; and the professional practice course is management information systems. 

(1) Data preprocessing 

Through data preprocessing, the method we mentioned before, the raw data sheet 

(Table 1) included the 181 students’ 7 course grades is transformed to decision table. And 

the Table 2 is the decision table after discretization.  
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Table 1. Raw Data Sheet 

U x1 x2 x3 x4 x5 x6 x7 D 
sample 

number 

r1 medium medium medium good good good good d2 33 

r2 poor medium good good poor good good d2 4 

r3 medium poor fail medium poor poor medium d3 5 

r4 excellent good good excellent excellent excellent excellent d1 5 

r5 good medium good excellent good good excellent d2 15 

r6 good excellent excellent good excellent excellent excellent d1 3 

r7 medium medium medium medium poor fail poor d3 4 

r8 good good excellent good excellent excellent excellent d2 23 

r9 excellent good good excellent excellent excellent good d2 11 

r10 excellent excellent good excellent excellent good excellent d1 5 

r11 medium good medium excellent medium medium good d2 35 

r12 excellent good good excellent good good excellent d1 4 

r13 medium good medium good good good excellent d2 18 

r14 medium good medium excellent medium poor good d3 13 

r15 excellent excellent excellent good excellent excellent excellent d1 3 

Table 2. Decision Table after Discretization 

U x1 x2 x3 x4 x5 x6 x7 D sample number 

r1 3 3 3 2 2 2 2 d2 33 

r2 4 3 2 2 4 2 2 d2 4 

r3 3 4 5 3 4 4 3 d3 5 

r4 1 2 2 1 1 1 1 d1 5 

http://dict.cnki.net/dict_result.aspx?searchword=%e6%a0%b7%e6%9c%ac%e6%95%b0&tjType=sentence&style=&t=sample+number
http://dict.cnki.net/dict_result.aspx?searchword=%e6%a0%b7%e6%9c%ac%e6%95%b0&tjType=sentence&style=&t=sample+number
http://dict.cnki.net/dict_result.aspx?searchword=%e6%a0%b7%e6%9c%ac%e6%95%b0&tjType=sentence&style=&t=sample+number


International Journal of Database Theory and Application 

Vol.9, No.5 (2016) 

 

 

116   Copyright ⓒ 2016 SERSC 

r5 2 3 2 1 2 2 1 d2 15 

r6 2 1 1 2 1 1 1 d1 3 

r7 3 3 3 3 4 5 4 d3 4 

r8 2 2 1 2 1 1 1 d2 23 

r9 1 2 2 1 1 1 2 d2 11 

r10 1 1 2 1 1 2 1 d1 5 

r11 3 2 3 1 3 3 2 d2 35 

r12 1 2 2 1 2 2 1 d1 4 

r13 3 2 3 2 2 2 1 d2 18 

r14 3 2 3 1 3 4 2 d3 13 

r15 1 1 1 2 1 1 1 d1 3 

 

(2)Attribute Reduction 

According to rough set theory, we can get: 
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According to Formula (3): 506.1)|()(),(  CDHDHDCI  

In the same way: 506.1)},{( 1  DxCI , 373.1)},{( 2  DxCI , 

506.1)},{( 3  DxCI , 506.1)},{( 4  DxCI , 506.1)},{( 5  DxCI , 

1.373=)},{( 6 DxCI  ， 1.373=)},{( 7 DxCI   

)},{(),(),},{(),(),},{(),( 762 DxCIDCIDxCIDCIDxCIDCI   

Therefore,x2 , x6 , x7 are core attributes, and the core attribute set C0={x2 , x6 , x7}. Let 

B=C0 , I(B, D)=1.373 can be obtained by calculating. Because of I(B, D)=I(C, D), B is 

relative reduction to decision Table 1, that is relative reduction B={x2 , x6 , x7}is core 

courses. We can get Table 2 after getting rid of attributes not belonging to B. 
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Table 3. Decision Table after Reduction 

U x2 x6 x7 D sample number 

r1 3 2 2 d2 33 

r2 3 2 2 d2 4 

r3 4 4 3 d3 5 

r4 2 1 1 d1 5 

r5 3 2 1 d2 15 

r6 1 1 1 d1 3 

r7 3 5 4 d3 4 

r8 2 1 1 d2 23 

r9 2 1 2 d2 11 

r10 1 2 1 d1 5 

r11 2 3 2 d2 35 

r12 2 2 1 d1 4 

r13 2 2 1 d2 18 

r14 2 4 2 d3 13 

r15 1 1 1 d1 3 

 

(3)Obtain BPA 

Given a student’s grade:(2,3,3,2,2,2,2), that means enterprise network engineering is 

good, oriented programming (C #) is medium, principles of management is medium, data 

structures is good, computer program design (C) is good, MIS database theory is good, 

and management information systems is also good. 

For course x2 : 

   }{},{},{},,,{},,,,{},,,{},,{,x/ 1473521131198151061242 rrrrrrrrrrrrrrrDU   

 }{},,,,{},,,,,,,{},,,{x/ 3752114131211984151062 rrrrrrrrrrrrrrrU   

The course x2  is 3, so  

 }{},,,{ 75213 rrrrB   

At first, calculating the decision rule strength of {r1, r2, r5} to get 

μ1=(33+4+15)/(33+4+15+8)=0.87; secondly, calculating the decision rule strength of {r7} 

to get μ2=8/(33+4+15+8)=0.13; at last, calculating the decision rule strength 

μ3=μ1*μ2=0.1131. 

According to Formula(4),getting the following evidences: 

  7816.022 dmx ,   1168.032 dmx ,   1016.0, 322 ddmx . 

 

For course x6 : 

   }{},,{,},{},,{},,,,{},,{},,,{,x/ 7143119813521121015646 rrrrrrrrrrrrrrrDU      

 }{},,{},{},,,,,,{},,,,,{x/ 7143111312105211598646 rrrrrrrrrrrrrrrU   

The course x6  is 3, so  

 },{},,,,{ 1210135212 rrrrrrB   

http://dict.cnki.net/dict_result.aspx?searchword=%e6%a0%b7%e6%9c%ac%e6%95%b0&tjType=sentence&style=&t=sample+number
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At first, calculating the decision rule strength of {r1, r2, r5, r13} to get 

μ1=(33+4+15+18)/(33+4+15+18+5+4)=0.886; secondly, calculating the decision rule 

strength of {r10 ,r12} to get μ2=(5+4)/(33+4+15+18+5+4)=0.114; at last, calculating the 

decision rule strength μ3=μ1*μ2=0.101004. 

According to Formula (4), getting the following evidences: 

  1036.016 dmx ,   8047.026 dmx ,   0917.0, 212 ddmx . 

For course x7 : 

   }{},{},{},,,{},,,,{},,,,,{,x/ 1473138511921151210647 rrrrrrrrrrrrrrrDU   

 },{},,,,,{},,,,,,,,{x/ 7314119211513121086547 rrrrrrrrrrrrrrrU   

The course x7 is 2, so  

 }{},,,,{ 14119212 rrrrrB   

At first, calculating the decision rule strength of {r1, r2, r9, r11} to get 

μ1=(33+4+11+35)/(33+4+11+35+13)=0.865; secondly, calculating the decision rule 

strength of {r14} to get μ2=13/(33+4+15+35+13)=0.116; at last, calculating the decision 

rule strength μ3=μ1*μ2=0.10034. 

According to Formula (4), getting the following evidences: 

  8291.027 dmx ,   09.037 dmx ,   8108.0, 327 ddmx . 

(4)Evidence Combination 

According to Formula (5), this paper combines course x2，x6，x7 and gets: 

( ) 0=1dm ,   12 dm ,   03 dm ,       0,,,0,,0, 3213221  dddmddmddm  

(5)Professional Competence Rating 

According to Formula (6) and Formula (7),         11221  dmdmPmPm . 

The difference between adjacent BPA is far greater than ε1 and m(θ)=0 is far smaller 

than ε2. Therefore, the professional competence level is d2 and the method is effective. 

Compared with decision table after reduction, we can know the example we taken 

conforms to r1. In summary, we can judge the professional competence level is d2, which 

is good. 

 

5.Conclusions 

On the basis of the evaluation model and the empirical study, the following conclusion 

can be drawn: 

As we know, basic probability assignment of D-S theory is subjective, but this paper 

calculates BPA based on decision tables probability of rough set theory, which objectively 

reflects the confidence of the proposition. The three core courses that derived by attributes 

reduction, including oriented programming (C #), MIS database theory, management 

information systems can reflect the influence of professional knowledge level to 

professional competence. The organic combination of rough set theory and D-S evidence 

theory both has enhanced the ability to deal with uncertain decision problems,  and has 

effectively determined students' professional competence levels.  

As a comprehensive practical application professional core curriculum, Management 

Information System is based on the professional knowledge and skills which are 

cultivated in the professional theory and basic courses, and has developed 

undergraduates’ comprehensive application of management science and computer 

software programming. Secondly, as the fuse characteristic curriculum, oriented 

programming (C #) has distinguished information management from other management 

majors, which has a great effect on students' professional competence. In addition, as a 

professional theory course, database theory lays a solid foundation for specialty system. 

To a large extent, these 3 core courses can embody the curriculum system of Information 
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Management major and cultivate students' core competencies, as well as professional 

competence.  

This evaluation method can not only be used for evaluating Information Management 

students' professional competence, but also can guide reform of Information Management 

students' curriculum system, promoting the cultivation of university students' autonomous 

learning, practice and innovation to meet the needs of the society for Information 

Management students' professional competence. 
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