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Abstract 

The fast-developing Chinese higher education and research institutions are faced with 

more and more serious challenges in their financial regulation. Traditional accounting 

approaches may fail to distill useful decision-making suggestions confronted with the 

multi-species and huge-quantity financial “big data”. To reveal valuable information, 

this research focuses on the pattern recognition of the funding flows in 76 universities 

under Chinese Ministry of Education. Given the trend feature of the data series detected 

by the Mann-Kendall Non-Parameter Ranking Test, the low-frequency parts of the 

funding flows are distilled with wavelet transform to represent their basic features. 

Results show a clear hierarchy structure in the investments and expenses of universities 

according to their “titles” and advantage disciplines. Specifically, the comprehensive 

universities fall to different categories according to their “titles”, while the professional 

universities are classified according to their disciplines. The scientific and technical 

focused universities show larger variance among different categories than other specific 

discipline focused universities. 

 

Keywords: Higher Education, Funding Flow, Pattern Recognition, Wavelet Clustering, 
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1. Introduction 

Higher education in China is continuously growing, changing and developing, 

which is playing an important part in the country’s economic growth, scientific 

progress and social development [1]. Contrary to the trend of funding decreasing in 

higher education around the world, the expenditure and government spending on 

education services in China have been dramatically increasing and flowing to 

emerging new disciplines in its 2,000 universities and colleges. Among all these 

institutions, the universities directly under Chinese Ministry of Education are of 

most significance for their academic contribution and reputation, whose 

expenditures are accordingly higher and diverse. The government has published 

series of regulations in detecting and managing the funding flow among these 

universities. However, most of the ordinances are qualitative, focusing on the moral 

conscience and power of the managers. The traditional accounting approaches are 

failing to reveal useful information for decision making when the data set is 

growing too big. We call for quantitative and executable managing approaches. An 

initial step toward this goal is to distill useful information from the existed funding 

flow data. 

To distill information from data is the process of finding pattern, or in the other 

words, finding the entity in chaos [2]. The blowing data set scale together with the 

fast-development of computing techniques formed the specific domain of pattern 

recognition, which uses machine learning algorithms to automatically discover 

regularities in data. Originated from artificial intelligence and statistics, pattern 

https://en.wikipedia.org/wiki/Higher_education
https://en.wikipedia.org/wiki/China
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recognition has found wide application in scientific and engineering areas. It is also 

gaining popularity in the domain of financial and management, such as financial 

fraud detection [3-5], financial invoice [6], financial forecasting [7-12], bankruptcy 

prediction [13-14], corporations financial conditions [15-18] and financial risk analysis 

[19-20]. However, there is little research in funding flow analysis area. Here we apply 

pattern recognition algorithm in distilling patterns in the university funding flows to 

provide information for research funding decision and management.  

The choice of pattern recognition algorithms should be decided by the research purpose 

and data characteristics. In this paper, we aim at revealing the similarities and differences 

of funding flows between universities, which belongs to the domain of “clustering 

algorithm”. Clustering algorithms use unsupervised algorithms to predict categorical 

labels so that objects in the same group (called a cluster) are more similar (in some sense 

or another) to each other than to those in other groups (clusters). Specific clustering 

algorithms include connectivity-based clustering (also known as hierarchical clustering), 

centroid-based clustering, distribution-based clustering and density-based clustering [21]. 

Given the significant increasing trend of the original data series and the calculating 

complexity, we apply the wavelet-based clustering method, which combines the 

advantages of connectivity-based clustering and density-based clustering methods through 

the wavelet transform of the original data. The traditional hierarchical clustering method 

is implemented as control group.  

The rest of paper is organized as follows. In Section 2, the methodology for recognize 

university funding flow is introduced. The method is based on data features by wavelet 

transformation. Each parts of the algorithm are depict in detail. In Section 3, we describe 

the university funding flow time series data and its trend feature. Then we adopt the 

algorithm in the experiment. The clustering results and evaluation results of the 

experiment are shown in Section 4. In the Section 5, we make discussion about the results 

of the experiment. In Section 6, we draw the conclusion of the paper.   

 

2. Methodology 
 

2.1. Trend Test 

Given the background of higher education reform and development, the funding flow 

of universities may have significant decreasing or increasing trend, which bring 

significant influence on the choice of clustering algorithms. For example, the inconsistent 

data set puts more weight on those larger values when applying distance measurement 

between data series. The ignorance of the small values may distort the results and cause 

unreasonable inferences.  

Here we apply a non-parameter ranktest, namely, Mann-Kendall Test [22-23], to 

determine the significance of trend in funding flows. The Mann-Kendall Method has been 

widely used in statistics for its sound theoretical foundation, non-parameter property and 

loose constrains of original data set.  

To implement the trend test, the Mann-Kendall Statistic (S) is calculated:  
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Here Tj and Tk are elements in a time series. Given the hypothesis of non-trend, S 

should be normal distributed with zero mean and variance 18/)52)(1()(  nnnSV , where 
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n is the length of the time series. When n>10, the normalized statistics is calculated as 

follows: 
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In this trend test, if |Z|≥ Z1-α /2, non-trend hypothesis is unacceptable, which means at 

confidence level α , time series exists significant trend. 
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2.2. Data Feature Extraction 

There are many approaches for time series trend extraction. The wavelet transform is 

among the most well-known method suited for financial time series. In wavelet analysis, a 

signal is split into an approximation and details. The approximation is then itself split into 

a second-level approximation and details, and the process is repeated. Figure1 shows the 

three levels of discrete wavelet transform.  
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Figure 1. Three Levels of Discrete Wavelet Transform 

In this paper, Haar wavelet transform is adopted. Haar wavelet is a sequence of square-

shaped functions. Because of the orthogonal property of the Haar wavelet function, the 

frequency components of input data can be analyzed. Besides, Haar transform is one of 

the oldest and simplest transform functions. In this paper, we use Haar transform to 

extract trend feature of these time series data. Leave alone the detail (high-frequency), the 

approximation (low-frequency) of the split signal is trend feature of the object. 
 

2.3. Similarity Measurement 

With the trend feature extracted, the distances between different time series should be 

measured to implement the clustering algorithm. There are many different distance 

metrics, such as 1-norm distance, 2-norm distance (Euclidean distance), p-norm distance 

and infinite norm distance. Here we adapt Euclidean distance for its simplicity and non-

parameter property [24]. 

For two time series X={x1, x2,…,xn}, Y={y1, y2,…, yn}, their Euclidean distance is 

calculated with the following equation: 
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Table 1. Agglomerative Hierarchical Clustering Based on Trend Feature 
Extraction Algorithm Process 

Algorithm 
Agglomerative Hierarchical Clustering Based on Trend 

Feature Extraction 

Input: Time Series Data Set Di, 

Di={T1，T2，…Tm}i=1,2,…,76 

Output: Clusters binary tree 

1 Extract data trend feature by Haar wavelet transform 

2 Assign each trend feature of data to a cluster; 

3 Repeat: Evaluate all pair-wise distance between clusters; 

4 Look for the pair of clusters with the shortest distance; 

5 Remove the pair from the matrix and merge them; 

6 Evaluate all distances from this new cluster to all other 

clusters, and update the matrix; 

7 Until the distance matrix is reduced to a single element. 

 

2.3. Clustering 

With the basic features extracted and their distances calculated, the closest time series 

are clustered to form the bottom layer of the agglomerative hierarchy. The developing 

strategy of the hierarchy structure follows the rule of smallest distance within same cluster 

in a Bottom-Up manner [25]. Firstly, each observation is considered as a single 

cluster. Then in each successive iteration, the closest pair of clusters which 

satisfying certain similarity criteria are merged during moving up the  hierarchy, 

until all of the data are in one cluster. The process of the algorithm is as follow. 

Given the descriptions above, the flow chart of agglomerative hierarchical 

clustering based on trend feature extraction algorithm is as shown in Figure 2. 

 

Time Series
Trend Feature Extraction

(Wavelet Transformation) 

Agglomerative 

Hierarchical Clustering
Clusters

Agglomerative Hierarchical Clustering Based on Trend 

Feature Extraction Algorithm
 

Figure 2. Agglomerative Hierarchical Clustering Based on Trend Feature 
Extraction Algorithm 

 

2.4 Evaluation Indicators 

In this paper, two evaluation indicators, namely Root Mean Square Standard 

Deviation(RMSSTD) are R Square Indicator are introduced to validate the approach 

brought forward above and the traditional agglomerative hierarchical clustering 

methods [26]. 

RMSSTD is the square root of the variance of all the variables. This indicator 

measures the homogeneity of the formed clusters at each steps of agglomerative 

hierarchical clustering. The smaller the indicator value indicates a higher degree of 

similarity of objects within the class and the better clustering results. The definition 

of RMSSTD is as follows: 
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n refers to the number of data in data set.  

K refers to the number of clusters. 

ni refers to the number of data in ith class. 

RS is the metric of differences between clusters. The greater the differences between 

groups, the more homogenous each group is. The value of RS ranges between 0 and 1. RS 

equals zero indicate that there is no difference among clusters. RS equals 1 means 

significant difference among groups. The definition of RS is as follows: 
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n refers to the length of time series.  

K refers to the number of clusters. 

ni refers to the number of data in i
th
 cluster. 

 

3. Experiment 
 

3.1 Data Description 

There are seventy-six universities directly under the Ministry of Education of China. 

For confidentiality, the names are represented by 1, 2, 3…, 76. Their monthly income and 

outcome cash flows (17 items for each university) are stored in the SQL Server 2008 

database as the original data set. Each kind of funding flow of seventy-six universities is 

regarded as one sub dataset. There are seventeen datasets overall. The temporal coverage 

of these funding flows ranges from May 2003 to December 2011.Their attribute fields, 

descriptions and data types are listed in Table 2 and Table 3.  

Table 2. Information of Universities Incomes under Ministry of Education 

Attribute Field Data Type 

TIME_ID int 

UNIT_ID  int 

Total_Income float 

Financial_Allocation float 

Central_Financial_All

ocation 

float 

Local_Financial_Alloc

ation 

float 

Self_Funding float 

Education_Income float 

Research_Income float 

Education_Funding float 

Research_Funding float 

 

The 76 universities could be classified according to their “titles” and advantageous 

disciplines. For example, nine universities in this list hold the C9 League Membership, 

which is referred to as the Chinese equivalent of lvy league universities in the United 

States [27], that bears the largest expectation of the government and citizens. 39 

universities in this list are under the title of 985 Project, which is a constructive project for 

founding world-class universities in the 21
st
 century [28]. And almost universities are 

under project 211, which includes one hundred institutions of higher education and key 

disciplinary areas as a national priority for the 21
st
 century [29]. Some of universities 
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focus more on scientific and technical disciplines while some focus on financial, art, 

normal education or agriculture. Their funding flows also vary accordingly. 

Table 3. Information of Universities Outcomes under Ministry of Education 

Attribute Field Data Type 

TIME_ID int 

UNIT_ID  int 

Total_Outcome float 

Out_Funding float 

Main_Outcome float 

Education_Outcome float 

Research_Outcome float 

Operational_Outcome float 

Subunit_Outcome float 

Self_Funding_Outcome float 

Total_Outcome float 

 

3.2 Data Trend Test 

The figure above shows the distribution of normalized Mann-Kendall Statistics of all 

1292 (17*76) time series funding flows. It could be detected that more than 70% time 

series hold significant increasing trend. Given this, the changing characteristics of the 

funding flow should firstly be distracted before implementing clustering algorithms. 

 

 

Figure 3. Time Series Mann-Kendall Trend Test Statistic Z Results 

 

3.3 Clustering Based on Data Features Extraction 

A typical decomposition of the funding flow by Harr Wavelet transform is shown in 

Figure 4. The a5 layer could best represent the trend feature in most of the data series. 

Then agglomerative hierarchical clustering is adopted based on trend feature 

extraction.  
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Figure 4. Time Series Wavelet Transform Trend Feature Extraction Process  

 

4. Results 
 

4.1. Clustering Results 

The agglomerative hierarchical clustering is performed to analysis on extracted 

features of the date set. All seventy-six funding series eventually agglomerate to a 

hierarchical tree. The distances between the objects are the height of the upside-

down U-shaped. In this experiment, five clusters are chosen in each dataset 

clustering. Figure 5 (a) to (f) respectively show the part of clustering results of Total 

Income, Central Financial Allocation, Self-Funding, Education Funding, Research 

Funding and Education Outcome. 
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(c)                                                                   (d) 
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(e)                                                                 (f) 

Figure 5. (a) Clustering Result of Total Income; (b) Clustering Result of 
Central Financial Allocation; (c) Clustering Result of Self-Funding; (d) 

Clustering Result of Education Funding; (e) Clustering Result of Research 
Funding and (f) Clustering Result of Education Outcome 

 

4.2. Evaluation Results 

Traditional agglomerative hierarchical clustering is carried out as a control experiment 

of agglomerative hierarchical clustering based on trend feature extraction in this paper. 

RMSSTD and R Square are used to evaluate the performance of these two algorithms. 

When it comes to RMSSTD, the smaller the value is the higher degree of similarity one 

cluster within and the better the clustering results are. Because RMSSRD calculate 

standard deviation of all the variables, the results is decreasing. It means that distance 

between data and central point within each cluster decrease while the number of clusters 

increase. RMSSTD value of both algorithms shows decreasing trend. However, when the 

number of clusters is the same, the value of A2 is less than the value of A1. Thus 

agglomerative hierarchical clustering based on trend feature extraction gets better results.  

On the country, another evaluation indicator RS indicates the difference among 

clusters. The higher the value is, the better the results of clustering are. Unlike RMSSTD, 

RS shows increasing trend, which means the value increase while the number of clusters 

increase at the same time. The results in Table IV show that value of RS of both 

algorithms increasing from one cluster to ten clusters. However, when the number of 

cluster is equal, the value of A2 is smaller than the value of A1. It indicates that 

agglomerative hierarchical clustering based on trend feature extraction better than 

traditional hierarchical clustering.  
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Table 4. Information of Universities Incomes under Ministry of Education 

K  RMSSTD RS 

A1 A2 A1 A2 

2 2.5392 1.0071 0.2013 0.2271 

3 2.2891 0.9884 0.3596 0.2655 

4 2.2684 0.8117 0.3797 0.5114 

5 2.239 0.7994 0.4041 0.5327 

6 2.2193 0.7864 0.4228 0.5541 

7 2.1952 0.7508 0.4434 0.5995 

8 1.9917 0.7463 0.5484 0.61 

9 1.9687 0.6956 0.5653 0.6661 

10 1.9476 0.6907 0.5809 0.6757 

 

A1: Traditional Agglomerative Hierarchical Clustering 

A2: Agglomerative Hierarchical Clustering Based on Feature Extraction  

The effectiveness of clustering algorithm is determined by how well patterns from 

different classes can be separated and how well within same class can be similar. From 

the evaluation indicators, agglomerative hierarchical clustering based on trend feature 

extraction is more effective than traditional ones.   

 

5. Discussion 

This part takes the research funding series as an example to explain the practical 

significance of the clustering results. The classification of research funding series in 

seventy-six universities under Chinese Ministry of Education is listed in the following 

table. The distributions of university types among the 5 clusters are shown as follow: 

Table 5. Universities Category Analysis of Research Funding Clustering 
Results 

Cluster  
Objects 

Category Amount(Total) 

1 Comprehensive University 8   (21) 

University of Science and Technology 17 (28) 

Normal University 5    (5) 

Foreign Language University 3    (3) 

University of Agriculture 6    (7) 

University of Finance, politics and law 6    (6) 

Medical University 2    (2) 

University of Art 4    (4) 

2 Comprehensive University 7   (21) 

University of Science and Technology 11 (28) 

University of Agriculture 1    (7) 

3 Comprehensive University 3   (21) 

4 Comprehensive University 2   (21) 

5 Comprehensive University 1   (21) 

 

It could be depicted that for specific domain universities, the research funding sare 

largely determined by their specialized disciplines. However, this conclusion cannot be 

generalized to science and technology focused universities, which are clearly classified 

into two clusters given their detailed dominants. This shows a less differentiation pattern 
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in specific disciplines except science and technology in the most significant universities in 

China.  

For comprehensive universities, their research funding flows are more homogeneously 

distributed into 5 categories, which are closely related to the labels or privileges entitled 

by the government. For example, University 29 monopolizes cluster 5.It is recognized as 

Top 1 University in China. It receives most rewards in the Major National Science and 

Technology Ceremony in 2012. University No. 3 and No. 4 are also known as C9 

members, which distinguish them from other universities.  

 

6. Conclusion 

The significant development of higher education in China brings serious challenge its 

financial regulation. Given the significant increasing trend of the funding flow series, this 

research applies wavelet transform to distill trend features in the original data and clusters 

these series accordingly. Results show that the specialized disciplines of universities 

could largely determine its funding flows, which reveal a homogeneous development of 

certain subjects. The science and technology universities are more differentiated. The 

comprehensive universities fall to different categories, which are clearly determined by 

their abilities and reputation. More detailed pattern needs to be recognized with specified 

data. 
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