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Abstract

The text representation, fi b widely oséd byvmoostd s 6 or v
of the classifiers in text categorization. All the documents fed into the classifier are
represented as a vector in the vector space, which consists of all the terms extracted from
training set. Due to the characteristics of high dimenality, feature selection algorithm
is usually used to reduce the dimensionality of the vector space. Through feature
selection.eachdocument is represented by some representative terms extracted from the
training set. Althougtthe classification resuft based on this document representation
methodare betterit is inevitable that some documemhay contain few even none
representative termsand these documents must be misclassified. In this paper, we
proposed a new text representatimethod KT-of-DOC, which represents one document
using some key terms extracted from this docum&fet selected key terms elch
document based on six feature selection algorithms, Improved Gini If@&kN),
Information Gain(lG), Mutual Information(Ml), Odds Ratio/OR), Ambiguity Measure
(AM) and DIA association factor (DIAjespectivelyand evaluated the performance of
two classifiers, Support Vector Machines (SVamd K-Nearest Neighbors (KNN)n
three benchmark collections, 28ewsgroupsReuters21578 and WebKB The results
show that theroposedepresentatiormethodcan significantly improve the performance
of classifier.

Keywords text representation; feature selection; key tetext categorization

1. Introduction

The amount of information available in diglitorm has been increasing exponentially
due to the development of the information technology. The feasibility of manual
classification decreases as the number of documents increases over time. As a result, the
automatic document processing, such asdateégorization, information retrieval, natural
language processing, has become the hotspot and key technique to which most of the
researchers pay attention. The text categorization has been studied by many researchers
[1-4], which assigns one or more préded categories to a new document based on its
contentg5]. So far, therexistmany algorithms apd for the text categorization, such
as Naive Bayes method (NB®], Support Vector Machines (SVM)7], K-Nearest
Neighbors (KNN) [8], decision treesefc. It should be pointed out thahe text
information should be preprocessed and converted to a general form that fits to one
specific classification algorithm. Most of the algorithms are based on the same text
representation, A b a gectar Bpace maoddl,svbich candists of the n o wn  a's
unique terms (words or phras€8)] extracted from the training set. A document is
represented as a point of the vector space according to the terms appatrifigeiiscore
assigned to each term usually expessghether the term appears in a document or how
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frequentlythe term appear§9]. Thereexisttwo characteristics about text categorization.

One is that the number of the terms in the vector space model can easily reach orders of
tens of thousands even foroderate size data sq&j. The otheris that the sparsity of
document is very high. These characteristics reduce the performance of the text
classification; even g$pe sophisticated algorithms cat be applied for text
classification.

Therefore, dimensnality reduction, aims to reduce the size of the vector space
without losing the performance of the classifi¢4$, has become the focus of text
categorization. Featwselection is one of dimensionality reduction methods to which
most researchers paytaition. The terms occurring in documentdlectionare ranked
according to statistics or information theory, and then thektogrms are selectetb
construct the new vector space. Thexést many feature selections, such as Information
Gain (IG) [3, 10], Chisquare statisticE3, 10], ExpectedCrossEntropy [11], improved
Gini Index [10, 1213], Mutual Information [3, 14], Odds Ratio[12, 15] Ambiguity
Measure(AM) [12], Darmstadt Indexing Approach association factor(D[A)5, 16]
Bi-Test [17], etc. Yang and Pedersen[3] indicated that most of feature selection
algorithms can reduce the dimensionality of Weetorspace by a factor of 100 without
losing categorization accurachhe feature selection approacheentioned abovean be
grouped into twoopposed categories, one is global feature selection approach, and the
other is local feature selection approg¢h The global feature selection approach selects
key terms from entire training set, meanwhile, the local feature selection approach selects
key terms from theategory Although several local feature selection approaches have
been proposefil8-19], the global approach is often considemedhe feature selection
[20]. Since the new vector space generated by the global feature selection apgproach
consistedof key terms of entire training set, the representation method of documents
using this reduced vector space is denotedKbyof-TR in this paperln this context,
KT-of-TR has a potentiadlefect When a document is represented as a vectoewn n
vector space, moglr evenall terms of some documents will not appear in the reduced
vector space. So the value of mosteven all of terms in the document vector is zero
Such documestmust be misclassified when new reduced vector space is usedthihu
performance of the classifier is association with the representation of the individual
documen{21].

In this paper, we proposed a new text representation algorithm, nameDCC.

The proposed method sele&tsost informative (key) terms fromad document in the
corpus based on a feature selection algorithm, and then these terms campesegctor
space. So it cahe guaranted that any of the documents in corpus has at ldastrms
appeared in the vector space; meanwhile, the dimensiondlitheovector space is
reduced. In this paper, we firstly select key terms fatidocuments based on six feature
selection algorithirs, improved Gini index (Gini),Information Gain (IG),Mutual
Information (MI) Odds Ratio (OR), Ambiguity Measure (AM) andassociation factor
(DIA), respectively, and then evaluate our algorithm tree benchmark document
collections, 26Newsgroups Reuters21578 and WebKB, using two classification
algorithms, Support Vector Machines (SVMhd K-Nearest Neighbors (KNN)The
experiment results show that the performance otlassifierhas been greatly improved
when the new text representatiamethod KT-of-DOC) instead of the traditional text
representation method (Kaf-TR) is used.So the representation style of textviery
important to improe the performance of the classifier.

The rest of this paper is organized as follows: Section 2 discusses the related work.
Section 3 presents the motivation and theoretical foundation of the proposed algorithm.
Section 4 presents éhexperimental setup and the datasets, classifiers and evaluation
measures we used. Section 5 describes the computational efforts in the experiments.
Discussions are shown in Section 6 and Conclusions are given in Section 7.
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2. Related Work

The fAbagsaf (wector space model) is commonly
denoted byD ={t;,t,, €.}, biis the number of the terms in vector space, and may be an
orders of magnitude of tens of thousands. The element of the vector space model consists
of terms(words, phrases or-grams) which are extracted from the training &&ich
document in corpus represented as a vector according to the vector space rdodel,
{titi, &t &} , w h jeOm.eThelvaue of an elemetyis assigned according to three
methods: 1. binary methdgl= 1, if tj occurs in the documeal, otherwiset; = 0; 2. term
frequency(tf), tjis assigned the frequency of the terhat occurs in the documed;; 3.
the product ofterm frequencyandinverse document frequency(tfxidtyjs assigned the
value of term frequency multiplied by inverse document frequency which is the number
of documents in training set thigdccurs.

So far thereexist many sphisticated text representations, which are proposed and
evaluatedThese text representatiofttus ont he gener ati on of the Ao0bac
example, an unique word, the phrases (statistics phrases or syntactic phrasgshts n
[22] can be consided as a termBekkermargt al [23] adopted the distributed
termclustering based on the information bottleneck metl2dd, and a documenwas
represented as a vector of word cluster counts corresponding to a cluster mapping(from
words to cluster centrds). In this way, not only was the dimensionality of the vector
space reducedut also the relationships of the features were retainedddition this
method generateextremely compact representatioihs.Chen, Zengand Tokuda [25]
proposed the concepf the stereo document representation, they considleati is not
necessary to read entire content of a document in order to assign a class label to it, and
only one part of a document may be enough. Therefore, the stereo document
representation coists of the information, which is extracted from a document in different
ways. It can be said that a document is represented by the different perspectives of it.
Xiao-Bing andZhi-Hua[9] utilized the distributional features to improve the performance
of dassifier. They believed that the appearance frequency and the distribution of a term in
a document are critical for reflecting the theme of a docun®matam[26] discussed the
use of Bayesian analysis in spam filteringpeTterms of an email were rankiedsed on
the probability, and then the top fifteen terms were selected to represent the email. The
text representatiomethodachieved significan i mpr ovement in spam filte
et al [21] investigated the method of the feature selection approach combined with
various learning models. The average number of nonzero components in the vector by
which documentsare represented is used to d¢ar the sparsity of the document
representation. In their experiment, different sparsity lsaeéachieved by retaining a
number of features with higher score according to the feature selection approach. They
concluded that the learning algorithms arerensensitive to sparsity rather than the
number of the featureandthe sparsity of vectors representing the document was useful
for comparing the different feature selection methods. MalittKender[27-28] adopted
a threestep heuristic feature selemt method to ensure that every documeniraming
set is properly covered by the selected features: fid#dterminingthe number of the
selected features) according to the number of the training documents and the size of the
available features; sendly, selectingn featuresfor the new vector space according to
informationgain; finally, checking whether or not every document is covered by akleast
selected featuredf not, the features in thdocument arganked in descending order
based ornlrFinformation gain, and then thp k features are added to the new vector
space.

The literatures mentioned aboghow that the theme of document determinates
which category it falls into, and can be supported by only some representative terms
instead ofentire content of this document. In this paper, we will disthissssuefrom
two aspects: X) how to represent a document by the representative te2jrsow to use
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the new textepresentatioon various types of classifiers.

3. Algorithm D escription

3.1 Problem and Motivation

The curse of dimensionality caused by t
primary obstacle for text categorization. So feature selection is used to reduce the
dimensionality of the vector space model. The significdoceategorization of each term
that occus in training set is calculated by various of feature selectitgorithns and all
terms in the traimg set are ranked according to the significance of the term. Finally, the
reduced vector space consists of thigktterms selected from the terms list. Although the
dimensionality and sparsity of the document representation has been reduced, another
problemhas arisenBecause the significance of a term is calculated and ranked based on
all terms that occur in theeaining set. Howeveonly few termsor even norterms occur
in the reduced vector space for some documents. For example, a document has 10 terms.
In  original vector space, the document is denoted by§ =
{6,1,0,0,1, 1, 0, ,0}, wheréd 1 ddjcdtes that the termloccqrs, @nd O
indicates the term desnot occur. The dimensionality afis equal to the dimensionality
of the original vector space. After the dimensionality of the original vector space was
reduced to 50, the documentay bedenotel byd={0,0,0,0,0,Q..,0}, the dimensionality
of dis equal to 50. It can be seen that the docurdesamot be represented in the
reduced vector space. Therefore, the document will be misclassified.

Human cargraspthe topic of a document by glanciag) the document and capturing
its keywords, instead of using all the words in the docurfi&jt Namely, a person can
decide the category of the document only according to a few key words. So the document
represented by key terms can be corredtigsifedin text categorization.

In Graham[26], an email is represented by only fifteen terms whose probabilibeis
highest. The method of Graham only fits to tidaive Bayes classifierand cannotbe
applied in modebased and instandmsed classifis, sich asSupportVectorMachines,
K-NearestNeighbors and Rocchid]. Ml a d estal [R1] represented a document with
certain number of nonzero terms of the document selected by the feature selection, and
the other elements of the document vector is regldry zeroln this paper, we firstly
selectk key terms fromeverydocument, and then mergigemtogether as new vector
space model. Finally, all documerih the corpusare rerepresented according to the new
vector space model. The new vector spacelehdas three advantages: (1) lower
dimensionality, (2) lower sparsity, (8ach document can lbepresentedby at leask key
terms.

3.2 Algorithm | mplement

After the document in the corpus is represented under the proposed vector space, two
cases may ecurwith the new document vector. First, the document vector only contains
thesek key terms of the document, and the other elements of the document vector are zero.
Second, the document vector contains thdsey terms of the document and other terms
that are not key terms of the document. In fact, the second situation is common. In order
to emphasize the effect of the key terms dbaument, we use two parame@C, and
weighted on the key terms and reey terms of the document in our algorithm,
respectively. The paramet€l; enhances the effect of the key terms of the document, so
cO1. The @ aveakem¢he effect of the ndey terms of the document, so
0001.The proposed algorithm includes two
vector space; the second stage is to represent the document in the corpus as the new
document vector.The pseudo code of the algorithm is detailed as follows.

Algorithm 1:
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Input:
K: the number of the key terms ttaeextracted fromeachdocument;
V: thevocabularywhich consists of the distinct termscurring in the traimg set and
ranked utilizing the feature selection algorithw,= {vi, Vva, &/ Viit, e},
score(,)>score(y:1), 1U n< V|, where V]| is the size of the vocabulary, the scape(
is the significance of the term based on one feature selection algorithm.
D: the training setdl is theith document in the training settd i0 N, whereN is the
total number oflocument in the training set.
C,: the weight of the key ternG,0 1
C,: the weight of the nokey term, @ C,U 1
Output:
Q: new document set in which each document only retain the key tgrimgheith
document in new document set.
W: new vector space modehich only consists of the key terms of each document in
training set.
S new training set in whicleachdocumentis re-represented by new vector space
model;sis theith document in the new training s& iU N, whereN is the amount
of the documents in theaining set.

Step 1: for each documeditin the training seD

Step 2: m=0;
Step 3:  for each ternv, in V
Step 4: for each ternt; in document,
Step 5: if viandd; are the same terms
Step 6: m=mt1;
Step 7: addv, to W
Step 8: addd; tog;
Step 9: goto Step 2
Step 10 end if
Stepll: end for
Step 2 if m==
Stepl3: addqg to Q
Stepl4: goto step 1
Stepl5: end if

Step B: end for

Step ¥: end for

Step B: for each documert; in the training seb andg; in newdocumentsetQ
Stepl9:  for eachtermw; in new vector space/

Step20: if w; occurs indi(suppose thé&th termdy; in d; is the same term ag)
Step21: if w; occurs ing;

Step22: si = Ci*M(dg)// M(dy) is the weight value of termdy in d; (tf or
tfxidf)

Step23: else

Step24 Si = CZ*M(dki)

Step25: end if

Step26: else

Step27: si =0

Step28: end if
Step29: addsjtos
Step30:  end for
Step31l: addstoS
Step32 end for
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3.3Complexity Analysis

The varables used in the following complexity analysis are
V---The vocabularywhich consists of the distinct ternogcuring in the trairng set
and ranked utilizing the feature selection algorithm
|V | --- The number of terms in the vocabul&ty

K --- The number of the key terms extracted from every documerdiimngset.
U --- Thenumber of terms in the new vector space.
T, --- The number of the training documents

T. ---The number of the test documents
L, ---The average length of the training do@nts
Le ---The average length of the test documents

The proposed algorithm is divided into tstagesthe new vector space is generated in
first stageand the documents trainingset are rgepresented according to the new vector
space in the seconthge.

Thetime complexity of generating new vector spac@(s,-L,-|V|-K).
Thererepresentation of documents in training set co$ts -L,-U).

The time complexity of extraction of key terms of test documents is
O(Te Le'|V|-K).

The rerepresentation dest documents cosB(Te-Le-U)

Thetotal time complexity of the proposed text representatidd({3,:L,+Te-Le):[V|-K
+(T,-L+TeLe)-U). In thetraditionaltext representation, the time complexity of generating
the new vector space &(1), and the timeamplexity of representation @afl documents
underthe reduced vector spaceQ§(T,-L, + Te-Le)-U). The method of the traditional text
representation costO(1+(T,-L; + Tele)-U). So the time complexity ofnew text
representation methas greater than #i of the traditionabne

4. Experiment Setup

In this paper, we extractddterms from each document in traig set and unitéhem
into a new text representation spaardcompared the micro F1 measuamed accuracy of
classifierswhen the number of thieey terms extracted fromachdocument is 2, 4, 6, 8,
10, 12, 14, 16, 18r 20, respectivelyMoreover, we compared the performance of three
strategieswith that of thetraditionaltext representatiorhe three strategies adenoted
by KT-of-DOC-1.0-0.8 (C;=1.0; C,=0.8), KT-0of-DOC-1.0-1.0 (C;=1.0; C,=1.0) and
KT-of-DOC-1.2-1.0 (C,=1.2; C,=1.0), respectivelyThe size of neweaturevectorspace
generated by our proposed methedlifferent withregardto variable training set§.hus,
it is unreasonabletmake a comparison between two or more teststrendiGfold cross
validationwas not applied in our experiments.

4.1 Feature-Selection Algorithms

Thereexist many sophisticated featuselection algorithms for text categorization. In
this paper, we uized six classic featurselection algorithms to extract key terms from
eachdocument, respectively.

Improved Gini index

Gini index isa non-purity split method and was widely used in decision tree algorithms.
To apply the Gini index directly to featuselection, Shanget al {, 2007 #8} proposed
the improved Gini index method. It measures the purity of fedfuosvard categoryg.

The hgger the value of purity ighe better the feature is. The formula of the improved
Gini index is defined as follosv

Ginit,)=a P 16y PG I 1) W
WhereP(t ¢) is the probability that a featutgoccurs in categorg; P(c|ty) refers to
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the conditional probability that a featurdelongs to category when featurey occurs.
Information Gain
Information Gain [29] is frequently used as a criterion in the field of machine learning
[3]. ThelnformationGain of a given featurg with respect to classis the reduction in
uncertainty about the value of when we know the value d@f. The largerdnformation
Gain of a featurés, the more importarnthefeature is for categorization. Informati@ain
of a featurey towarda categoryc; can be defined as follows.

.. . P(t, ¢
|G(tk,Ci) = a a P(tv C) Iog—
d{q.5} ify 1} P(t)P(q) )

C
IG(t,) =& P(c)IG(t, c)
i=1 (3)
Mutual Information
Mutual Information is a concept in information theory. Mutlialormation measures
arbitrary dependencies between random variables and is suitable for assessing the
information content ofa feature [30]. Mutual information is used to measure the
dependence between a featugeand categoryc; in the feature selection. A feature
possessing highéviutual Information with a category indicates that this feature contains
more information about the category.

Mi (tk’ci) = |09M
P(t,)P(q) @
C
MIt,) =a P(c)MI(t,.c)
i=1 (5)
WhereP(t,c)) is the probability that featurg occurs in document andx belongs to
categoryc;
Odds Ratio

Odds Ratig31] is known in information retrieval. It calculates the odds of a tgrm
occurring in catgory ¢; normalized by the odds of tertpoccurring in the other catedes
[12]. If the odds ratio value of a given tetpfor category; is higher, it can be interpreted
that the termy is more important the categaryThe odds ratio of a tertpfor categoryc;
is defined as follows.

_ PG 1¢)d- PG 1))
(1- P 1G)PG 1T)) (6)

OR({, ¢)

C
OR(t)=a RGORL 9
i=1 )
where p(t, |g) refers to the probability that featuteoccurs in all categories except
categoryc;.
Ambiguity Measure
Ambiguity measure was proposed by Mengle & Gohgr&h They considered that a
person could capture the topic of a document by only glancing at the document and
capturing its keywords. So the most unambiguous words of a document can easily
determine theategory into which the document can fall. If the ambiguity measure score
of a term is close to 1, the term is more unambiguous for one category. Conversely, if the
ambiguity measure score of a term is close to 0, the term is more ambiguous and should
be iemoved. The unambiguous measure of a word is defined as follows:
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t (t,.6)
t () -

AM(t.) = max(AM (t, ,G )) 9)

Wheretf(t,,c) is the term frequency of a tertnin categoryc, andtf(ty) is the term
frequency of a ten t,in the entire traiimg set.

DIA association factor

DIA association factof4, 16] is an important tool in automatic indexing. It is an
estimate of the probability for the categoryto be assigned to a document if this
document contains the tert; The DIA association factor determines the significance of
the occurrence of the tertpwith respect to the categocy The DIA association factor is
defined by

DIA(t.c)=P(G 1)

AM(t,G) =

(10)

C
DIA(t,) =a P(c)DIA. g)
i=1 (11)
Where P(c|ty) refers to the conditional probabilitgf the featuret, belondng to
categoryc; when the featurg occurs.

4.2 Data Sets

In order to evaluate the performance of the proposed metiregpbenchmark datasets
T Reuters21578 WebKB and20-Newsgraipsi were selected in this paper. During the
preprocessing, all words were converted to lower case, punctuation marks were removed,
stop lists were used, and no stemming was used. Term frequency of a term was used in
text representation.

20-Newsgroups

The 20-Newsgroups were collected ¢en Lang[32] and has become one of the
standard corpora for text categorization. It contains 19997 newsgroup postings, and all
documentswere assigned evenly to 20 different UseNet groups. In this paper, we
randomly extrac90% documents froraveryclass as training set; the rest is used as test
set. There are 17998 documents in training set; and 1999 documents in test set. After
removing the header of the document, the number of terms in the vocabulary achieves
105135.

Reuters21578

The Reuter21578 contains 21578 stories from the Reuters new$@sie All stories
are nonuniformly dividedinto 135 categories. We used the Mod Apte split. In this paper,
we only consider the top 10 categories, in which there are 7198sstotiraining set, and
2878 stories in test set. After preprocessing, the resulting vocabulary contains 20133
terms.

WebKB

The WebKB is a collection of web pages from four different college web [8i#§s
The 8282 web pages are naniformly assigned t@ categories. In this paper, we select 4
categori es, Acour seo, ifacultyo, Aprojecto an
extract 90% documents frogveryclass as training set; the rest is used as tesfset
result, there are 3780 web pages imirg set, and 419 web pages in test setiy the
preprocessing, HTML tags are removed. Finally, the vocabulary cod@ina®terms.

4.3 Classifiers
In this section, we briefly describe thkeNearest NeighbordKNN) and Support Vector
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Machines (SVM)used in our study.

Support Vector Machines (SVM)

The Support Vector Machines is a higher efficient classifier in text categorization. In
this study, we use LIBSVM toolk[B3], and choose linear kernel support vector machine.

K-Nearest Neighba(KNN)

KNN [8] is a simple machine learning algoriththmat classies objects depending on
the major category labels attached to kiteaining documents similar to the test object.
KNN is a type of instancbased classifier, or lazy learner, since the decisiaradeuntil
all the objects in the training set are scanf@dWe usedk=29 in this experiment. The
cosine distance was used as the measure of the similarity of thesobject

4.4 Performance Measures

In order to evaluate the effectiveness of the propasethod, we measured the
performance of text categorization in terms of the mktoand Accuracy4]. The
micro-F1 and Accuracwredetermined by the classical informational retrieval parameters,
fipreci si on oReealh id the mati® ofathel nombef the messages that are
correctly identified as the positiveategoryto the total number of the messages that
actually belong to the positiveategory Precision is the ratio of the number of messages
that are correctly identified as the positcategay to the total number of messages that
are identified as the positiategory

TP "
Fi) L R =
TP+ FP TR+FN
.. [d 22 [C]
_ TP _ &, R -_1P __ a.fi
micro TS o 4
TP+FP 3 _ (TP +FP) TP+FN  § TR+ FN)
2P .
F1. = LRWCFO Accuracy= LAl
Pmicro + I%nicro TP+ TN +FP FN

where TP, is the number of the documents tlaaie correctly classified to category
¢;FP; is the number of the documents that misclassified to the category, TN is the
number of the documents thate correctly classified to other categories excluding the
categoryc;;FN; is the number of the documenigich belong to category; and are
misclassified to other categorigS| is theamountof categories.

5. Results

5.1Results of Algorithm for SVM

In terms of different featurselection methods, the sieé new vector space consisting
of key terms is also differenfable 1 shows the number of the features in new vector
space when the number of the key terms extracted from the every docub@nt 20,
respectively The results infable 1showthat the &e of the new vector space hgyher
when Odds Ratio and Ambiguity Measure are used on three datasets, respectively.

Table 2-4 show the micro F1 measure of SVM using-8fTR and KT-of-DOC
combined with each feature selectialgorithm on 20-Newsgroups, FRuters21578 and
WebKB, respectively.lt can ke seen from Table-2 that he micro F1 measure of
KT-of-DOC based on various feature selection algorithms is entirely higher than that of
KT-of-TR. When KTFof-DOC combined with GINI, MI, OR, AM and DIA is usath
WebKB, the performance of SVM is superior to that based onrofKIIR. The
performance of micro F1 measure of SVM using-&¢(IDOC combined with IG on
WebKB is superior to that of the Kaf-TR when the number of the key terms is 20. Table
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4 indicates thatthe increasemenbf the micro F1 measure of SVM is great when the

KT-of-DOC combined with AM and OR.

Table 1. The Number of the Featuresin New Vector Space when the Level of
Key Terms Extracted from Every Document Increases Gradually

Datasets 20-Newsgroyps Reuters21578 WebKB
The number of the key 10 20 10 20 10 20
terms
GINI 3575 10459 1603 4389 296 1023
IG 3556 10463 1592 4361 296 1017
Mi 3915 11109 2354 4921 637 1903
OR 45885 64558 9379 15901 22049 31735
AM 59244 74151 13308 16475 20742 27932
DIA 5692 11875 2136 4953 1082 2059

The curve of accuracy of SVM using KF-DOC and KTFof-TR combined with six
feature selections on 20ewgsroups, Reutetdl 578 and WebKB are shown in Figlire
3, respectively. It can be seen that the accuracy of SVM)U§Trof-DOC combined with
all feature selectioralgorithns on 20Newsgroups is superior to that using-BffTR
when the number of key terms extracted from docusisrgreater than 4. Moreover, the
increase inaccuracy of SVM using K®f-DOC combined withOdds Ratioand
Ambiguity Measure or20-Newsgroups isrelatively larger The accuracy of SVM using

KT-of-DOC combined with Odds Ratio is decreases gradually as the size of new vector

space increases.

Table 2. The Comparison of Micro F1 Measure of Support Ve ctor Machines
between KT -of-TR and KT-of-DOC when Six Feature -selection Algorithms
are Applied on 20 -Newsgroups, Respectively (%)

Feature selection

GINI

IG

Ml

OR

AM

DIA

number of key term

10 | 20

20 | 10

20

10

20

10 | 20

10 | 20

KT-of-TR

73.78

76.09

73.27

76.14

66.09

73.84

75.37

75.54

55.1074.63

66.4074.51

KT-of-DOC-1.0-0.8

76.28

77.99

76.48

77.61

74.13

77.01

79.63

78.77

79.67/78.94

76.8678.30

KT-0f-DOC-1.0-1.0

75.82

77.64

75.89

77.91

74.56

76.86

78.30

77.7]

78.1277.92

76.0877.56

KT-0f-DOC-1.2-1.0

7547

76.76

75.79

77.10

74.27

75.96

78.42

77.49

78.5177.40

75.9477.40

Table 3. The Comparison of Micro F1 Measure of Support Vector Machines
between KT -of-TR and KT-of-DOC when Six Feature -selection Algorithms
are Applied on Reuters -21578, Respectively (%)

Feature selection

GINI

IG

MI

OR

AM

DIA

number of key term

10 | 20

20 | 10

20

10

20

10 | 20

10 | 20

KT-of-TR

67.7967.83

67.36

67.76

65.97

66.07

51.55

57.06

64.2566.82

57.2464.53

KT-of-DOC-1.0-0.8

68.32/68.07

67.51

68.05

67.99

67.68

68.30

68.08

68.4468.09

68.01/68.45

KT-0f-DOC-1.0-1.0

68.1368.41

68.25

68.21

67.96

67.73

67.68

67.86

68.01/68.09

67.6767.96

KT-0f-DOC-1.2-1.0

68.47/67.98

67.73

67.99

68.24

67.55

67.96

67.96

68.1068.06

67.7968.19

Table 4. The Comparison of Micro F1 Measure of Support Vec tor Machines
between KT -of-TR and KT-of-DOC when Six Feature -selection Algorithm s
are Applied on WebKB, Respectively (%)

Feature selection

GINI

IG

MI

OR

AM

DIA

number of key term

10 | 20

20 | 10

20

10

20

10 | 20

10 | 20

KT-of-TR

79.44

76.17

78.93

77.89

46.28

60.60

39.95

52.52

38.8270.06

68.66/70.32

KT-of-DOC-1.0-0.8

78.35

79.96

76.79

79.64

63.25

78.96

78.11

76.65

77.81]78.55

73.0678.68
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KT-0f-DOC-1.0-1.0 |79.6678.5378.00 79.06/64.2678.3077.0075.4777.61/78.4370.21]76.61

KT-0f-DOC-1.2-1.0179.2080.3477.7378.61/62.81/79.0877.87/76.4877.6378.3970.90 78.69

Figure2. shows that the accuracy of SVM using-EffFDOC combined withall feature
selection algorithns on Reuter1578 is superior to that using KT-TR. Figure2.
indicates that the differensef the accuracy between using-8ffDOC and KTof-TR is
decreased graduallwith the increment ofthe number of the key termsihen the
KT-of-DOC combined with GINI and IG is used on WebKB, the performance curve of
SVM is notoptimal The accuracyof three KTof-DOC-basedstrategiescombined with
GINI on WebKB is superior to that of Kdf-TR when the number of key terms is greater
than 12.It can be seen from Rige 3 (b) that the curve of the three ¥T-DOC-based
strategiescombined with IG is higher #n that of KTof-TR when the number of the key
terms is 2, 16, 18 and 2h the other handfigure 1 - 3 imply that the curve of the
KT-of-DOC-1.0-0.8 is higher than others.

‘ === KT-of-TR === KT-of-DOC C1=1.0,C2=0.8 == KT-of-DOC C1=1.0,C2=1.0 ==#= KT-of-DOC C1=1.2,C2=1.0|

75

uracy(%)

70

Accuracy(%)

Accl

85

0 2 4 5 8 10 0 2 4 6 8 10 2 4 & 8 10
percentage of the features(%) percentage of the features(%) percentage of the features(%)
(a) Improved Gini Index (b} Information Gain (€) Mutual Information

Accuracy(%)
Accuracy(%)

0 20 30 40 50 60 30 40 50 60 70 2 4 6 8
percentage of the features(%) percentage of the features(%) percentage of the features(%)
(d) Odds Ratios (e) Ambiguity Measure (f) DIA

Figure 1. Comparison of Accuracy of the SVM Based on KT-of-TR with
KT-of-DOC Combined with Six Feature Selections on 20 -Newsgroups,
Respectively. X -axis Denotes the Percentage of Selected Features when the
Different Level Key Terms are Selected
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Figure 2. Comparison of Accuracy of the SVM Based on KT-of-TR with
KT-of-DOC Combined w ith Six Feature Selections on Reuters -21578,
Respectively. X -axis Denotes the Percentage of Selected Features when the

Different Level Key Terms are Selected
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Figure 3. Comparison of
KT-of-DOC Combined with
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percentage of the features(%)
{¢) Mutual Information

1 2 3 4 5
percentage of the features(%)
(f) DIA

Accuracy of the SVM Based on KT-of-TR with
Six Feature Selections on WebKB, Respectively.
X-axis Denotes the Percentage of Selected Features when the Different
Level Key Terms are Selected

5.2 Results of Algorithm for KNN

The micro F1 measure of KNN using ¥1-TR and three KIf-DOC-based strategies
on 20Newsgroups, Reuter@1578 and WebKB are shown in the Table7s respectively.
It can be seen from Table 5 that the micro F1 measure of thredf-BlOC-based
strategies combined with GINI and IG on-R@wsgroups is inferior to that dfT-of-TR
and tke micro F1 measure of K3f-DOC-1.0-1.0 combined with GINI and IG is the
highest of the three K@f-DOC-based strategies. When #1-DOC combined with MI

12
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and DIA isappliedon 26Newsgroups, the micro F1 measure of KNNsigperiorto that

of KT-of-TR. It is indicated in Table 6 that when ¥f-DOC combined with GINI is used
on Reuter21578, its micro F1 performance is superior to that ofokTR when the
number of the key terms is 20/henthe number of key terms is 20, the micro F1 measure
of KNN using hree KFof-DOC-based strategies combined with IG on Red2dr578 is
superior to that of KDf-TR. The micro F1 measure of KNN using three
KT-of-DOC-based strategies combined with MI, OR, AM and DIA on Ret&EY8 is
almost better than that of K3f-TR. It can be seen from Table 7 that the micro F1
performance of KNN using Kof-DOC combined with GINI on WebKB isuperiorto
that of KT-of-TR when the number of key terms is 20henKT-of-DOC combined with

IG is used on WebKB, its micro F1 performance upesior to that of KJof-TR. The
micro F1 performance of three Kf-DOC-based strategies combined with MI, OR, AM
and DIA used on WebKB is superior to that of-&KffTR.

Figure 4 - 6 show he curve of accuracy ofKNN using KTFof-DOC and KFof-TR
combinedwith six feature selectiomlgorithms on 20Newsgroups, Reutel578 and
WebKB, respectively. It can be seen from lig4(a) and Figre 4(b) that the curves of
three KFof-DOC-based strategies are lower than that ofdfTR. Figure 4(c) and
Figure 4(f) indicate that the curves of three §T-DOC-based three strategies combined
with Ml and DIA are higher than that of Kdf-TR, but the performance increases with a
little range. The curve of accuracy of KNN using KOF-TR combined with OR on
20-Newsgroupssuddenly rises and coincides witie curve of KFof-DOC-1.0-0.8 and
KT-of-DOC-1.2-1.0 after the number of key terms is more than 4.

Table 5. The Comparison of Micro F1 Measure of KNN between KT -of-TR and
KT-of-DOC when Six Feature -selection Algorithm s are Applied on
20-Newsgroups, Respectively (%)

Feature selection GINI IG Ml OR AM DIA

number of keyterm| 10 | 20 | 10 | 20 | 10 | 20 | 10 | 20 | 10 | 20 | 10 | 20

KT-of-TR 71.2372.6670.9673.26/62.9869.98 75.8576.60/72.9575.1460.5372.08

KT-0f-DOC-1.0-0.8 |69.4971.46/68.34/70.96/67.0370.64 75.77,76.59 75.84/ 74.90 69.77,71.97

KT-0f-DOC-1.0-1.0 |70.2271.94/70.9472.34/68.5371.9873.78 74.37/73.1473.27/70.65 72.63

KT-0f-DOC-1.2-1.0 |169.4571.9068.87/71.42/67.47/71.1175.87/76.4275.8374.80 70.02 72.26

Table 6. The Comparison of Micro F1 Measure of KNN between KT -of-TR and
KT-of-DOC when Six Feature -selection Algorithm s are Applied on
Reuters -21578, Respectively (%)

Feature selection GINI IG Ml OR AM DIA

number of keyterm| 10 | 20 | 10 | 20 | 10 | 20 | 10 | 20 | 10 | 20 | 10 | 20

KT-of-TR 66.6565.8266.21/65.8863.9564.0245.9854.02/59.8666.7754.76/60.20

KT-0f-DOC-1.0-0.8 |65.87/66.14/65.5566.0964.6964.58 65.2665.0966.1965.2065.2365.10

KT-of-DOC-1.0-1.0 |65.96/66.3066.0266.48 65.42/65.69 64.62/65.27/65.01/65.5665.63 65.82

KT-0f-DOC-1.2-1.0 |65.88/65.9965.7866.27/64.9064.9365.1965.27/65.9665.2864.98 65.10

Table 7. The Comparison of Micro F1 Measure of KNN between KT -of-TR and
KT-of-DOC when Six Feature -selection Algorit hms are Applied on WebKB,
Respectively (%)

Feature selection

GINI

IG

Ml

OR

AM

DIA

number of key term

10

20

10

20

10

20

10

20

10

20

10

20

KT-of-TR

64.97

59.88

61.23

57.94

42.09

44.92

34.63

54.89

32.30

62.71

54.62

55.60

KT-of-DOC-1.0-0.8

6067

60.90

59.66

60.40

55.64

57.98

61.036

0.59

60.96

59.82

54.80

61.38

KT-0f-DOC-1.0-1.0

63.07

59.17

62.16

59.80

55.55

60.14

59.795

9.17

60.32

61.34

55.30

62.61

KT-0f-DOC-1.2-1.0

61.59

59.91

61.11]

61.97

55.26

58.50

60.596

0.%6

61.01

59.55

54.60

62.50
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It can be seen from Fuge 5. that the curve of accuracy of KNN using €1-DOC on
Reuters21578 almost reaches the highest point when the number of key terms is 4 and
then decreases graduallfhe curve of accuracy of KNNsing KT-of-DOC-1.0-1.0
combined with GINI, IG and MI on WebKB is higher than that of the other two
KT-of-DOC-based strategie®Vhen the KTof-DOC combined with OR, AM and DIA is
used on Reuterd1578, thancrementof accuracy of KNN is relatively largefigure 6 (a)
indicates that the curve of accuracy of-BffDOC-1.0-1.0 combined with GINI is higher
than that of KTof-TR except for the number of key terms is 4,6,10 or 12. Moreover, when
the number of key terms is 4, the curve of accuracy ebKIDOC-1.0-1.0 combined with
GINI reaches the peak, 68.02%Although the curve of accuracy of three
KT-of-DOC-based strategies combined with IG on WebKB is not optimal, the accuracy of
KT-of-DOC-1.0-1.0 combined with IG is superior to that of TR when the numnmdr
of key terms is greater than 6, and its curve reaches the highest point, 66.59%, when the
number of key terms is 1@ can be seen from Rige 6. that the curves of accuracy of
three KTFof-DOC-based strategies combined with, OR, AM and DIA on WebKBare
higher than that of K'bf-TR.

—8— KT-of- TR —§— KT-0f-DOC C1=1.0,C2=0.8 —d— KT-0f-DOC C1=10;C2=1.0 —#— KT-0f-DOC C1=12,C2=1.0
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Figure 4. Comparison of Accuracy of the KNN Based on KT-of-TR with
KT-of-DOC Combined with Six Feature Selections on 20 -Newsgroups,
Respectively. X -axis Denotes the Percentage of Selected Features when the
Different Level Key Terms are Selected
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Figure 5. Comparison of Accuracy of the KNN Based on KT-of-TR with
KT-of-DOC Combined with Six Feature Selections on Reuters -21578,
Respectively. X -axis Denotes the Percentage of Selected Features when the
Different Level Key Terms are Selected
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Figure 6. Comparison of Accuracy of the KNN Based on KT-of-TR with
KT-of-DOC Combined with Six Feature Selections on WebKB, Respectively.
X-axis Denotes the Percentage of Selected Features when the Different
Level Key Terms are Selected

6. Discussiors

In order to compare the performance of the proposedrepresentatiomethod with
the traditional approaches, Friedman and Iman & Davenpd4i test are used in the

Copyright 2016 SERSC 15



International Journal of Database Theory and Application
Vol.9, No.4 (2016 )

statistical analysis. The null hypothesis of them is that all the digwiare equivalent

and so the ranks of all algorithms should be efg&! If the null hypothesis of Friedman

and Iman & Davenport test is rejected, the post test (Holm[88itran be used to detect

the significant differences among all the methobts Holm test, all the hypotheses are
ordered by their significancep;), and then the correspondipgandU(k-i) are compared

(k is the number of the algorithms testéds the rank of the hypothesis ordered by their
significance;Uis theconfidence leel). Holm test starts with the most significanvalue.

If p, is belowl(k-1), the corresponding hypothesis is rejected, and them, trad ((k-2)

are comparedif the corresponding hypothesis is rejected, the next hypothesis is tested
until a certaimull hypothesisannotbe rejectedlf the null hypothesis is rejected, there is

a significant difference between two corresponding algoritimsur experiments, we
statistically compared three K3f-DOC-based strategies with Kdf-TR using the
classifiation accuracy. Table 8 and Table 9 show the H{85] test table foilJ= 0.05

when SVM and KNN classifier are used, respectively. It can be seen from Table 8 that the
accuracyof three KFof-DOC-based strategies significantly outperfaimt of KT-of-TR,

and the accuracy of Kaf-DOC-1.0-0.8 is superior to that of k&f-DOC-1.0-1.0 and
KT-of-DOC-1.2-1.0. Table 9 indicates that whenNearesiNeighbor classifier is used,

the accuracy of KDbf-DOC-1.0-1.0 significantly outperforms that of K3f-TR.

In this paper, the performance ®fNN and SVM using K7of-DOC on three
benchmak collectionsis almost superior to that using KoF-TR. We think there are at
least two principle factors that bring the results mentioned above; (I) the documents in
training set and test set are represented by enough terms in new text representation
metod, howeverjt camot be guaranteed in the traditional text representation, (Il) the
terms used to represent a document are best featfitbe documentand carry more
category information

Table 8. Holm Test Table for U =05 @hen Support Vector Mach inesis Used

i algorithms z=(RyR)/SE | p-value | Holm

6 KT-of-TR vs. KFof-DOC-1.0-0.8 6.5841 4.58E11| 0.0083
5 |KT-of-DOC-1.0-0.8 vs. KFof-DOC-1.2-1.0 3.7439 1.81E04| 0.0100
4 KT-of-TR vs. KTof-DOC-1.0-1.0 3.4857 4.91E04| 0.0125
3 |KT-of-DOC-1.0-0.8 vs. KFof-DOC-1.0-1.0 3.0984 0.0019 | 0.0167
2 KT-of-TR vs. KTof-DOC-1.2-1.0 2.8402 0.0045 | 0.0250
1 |KT-0f-DOC-1.0-1.0 vs. KFof-DOC-1.2-1.0 0.6455 0.5186 | 0.0500

Table 9. Holm Test Table for U = .0Bwhen K -Nearest Neighbor is Used

i algorithms z=(Rr-R)/SE | p-value | Holm

6 KT-of-TR vs. KTof-DOC-1.0-1.0 3.008 0.0019 | 0.0083
5 KT-of-TR vs. KFof-DOC-1.2-1.0 2.3238 0.0201 | 0.0100
4 KT-of-TR vs. KTof-DOC-1.0-0.8 1.80% 0.0707 | 0.0125
3 |KT-of-DOC-1.0-0.8 vs. KFof-DOC-1.0-1.0 1.2909 0.1967 | 0.0167
2 |KT-of-DOC-1.0-1.0 vs. KFof-DOC-1.2-1.0 0.77%6 0.43% | 0.0250
1 |KT-of-DOC-1.0-0.8 vs. KFof-DOC-1.2-1.0 0.5161 0.60% | 0.0500

When the KTof-DOC combined with Odds Rat{®@R) and Ambiguity Meage (AM)
is used,it can be seen that the number of the features in new vector space is enormous
even if only a few of key terms were extracted frewerydocument. The main reason is
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that the Odds Ratio algorithm only selects the positive features alettsetlpe negative
featureq15], so the probability of key terms extracted from each document overlapping is
low.

We analyed the features in the feature vector space generated Jo§-B@C and
KT-of-TR based on sixlassicfeatureselection algorithmsrespectively. Some features
are commonly selected by both &FDOC and KTof-TR. Figure 7. shows the
proportion of the common features in the feature vector space generatedaihpROT
and KTof-TR based on six feature selection algorithms ofN2@sgrows. It is worth
noting that mostof features (about 65%) are commonly selected byoKIDOC and
KT-of-TR based on various feature selection algorithms except for DIA association factor.
In the other handas the number of key terms increases, the propodfocommon
featureswill be increased gradually up to 100%. We utilized the features only selected by
KT-of-DOC or KT-of-TR to construct the vector space into which the documents in the
corpus were mapped. Fkige 8 indicates the comparison of accuracywesstn the vector
spaces which consist of the features selected only by thef-RDC or KTof-TR on
20-Newsgroups.It can be seen from Rige 8 ()i (f) that the performance of the vector
space that consists of the features only selected bgffOOC is syerior to that by
KT-of-TR. However, when Gini and IG are used, the performance of the features only in
KT-of-DOC is inferior to that in KJof-TR. This result is contrary to that the vector space
consists of all the features selected bydDOC or KT-of-TR. We think there are two
reasons that can explain this phenomer{@h:Gini and 1G are two of the best feature
selection algorithms, so the features selected by them contain more category information.
(2) Although the performance of the features seleotéyd by KT-of-TR outperforms that
by KT-of-DOC, the features selected by Kf-DOC can capture the topic of the
document and the relationship among the key terms.
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—A— Mutual Information
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the proportion of common features(%)
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the number of the key terms

Figure 7. The Proportion of the Common Features in the Feature Vector
Space Generated by KT-of-DOC and KT -of-TR Based on Six Feature
Selection Algorithms on 20 -Newsgroups, Respectively
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Figure 8.The Comparison Results in Terms of Accuracy between the Vector
Spaces which Consist of the Features Selected Only by KT -of-DOC or
KT-of-TR on 20-Newsgroups

There is acharacteristichared by Mali& and our method that every document in the
training set is represented by at Idagtatures. However, the two approaches have some
essential differences which are listed as follows:T{1¢ size of new \&or space in the
Malik® methodis firstly predefined based on the number of documents in the training set
and thesize of the vocabularjhowever, the size of new vector space in our method is
dynamically determined according to the number of key terrhsdacumens in the
trainingset; (2)Thenew vector spaces constructed by our method and atikthod are
different, namely the elements of new vector space constructed by our method are
different from that by Maliés; (3) Though both Malils and our méiod keep that every
document is represented by at ldafatures, there is a difference betwékfeaturesin
two methods. It is enough for Maéikrepresentation method that each document contains
k features; however, the document represented by etlian may contain more than
features,but only k features are considered as the representative features; (43 Malik
method onlyemphasizes on reducitige sparsity of the document representation, such as
guaranteeing each document has at leésatures in the document vectddowever our
method not only reduces the sparisity of the documents representation, but also
strengthens the contribution of key terms of the document and weakens thatkafynon
terms of the document; X9n Malik& method, in ater to ensure local coverage, the
features in documente/hich are not properly covered by the selected feagtaressorted
according to TF*Information GainThe features selected by this method are different
from that by our method. Fige 9 shows the cmparison results between Malkand our
method in term of accuracy using SVM and KNN onn2@vsgroups,Reuters and
WebKB, respectively. It can be seen fromwigQ that the performance of Kaf-DOC is
superior to that of Mali® method when the SVM is erd on Reuters; the performance of
KT-of-DOC outperforms that of Mald& method when KNN is used on-8@wsgroups
and WebKB.
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