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Abstract 

The high dimensionality of feature space is a big hurdle in applying many sophisticated 

methods to text categorization. The feature selection method is one of methods which 

reduce the high dimensionality of feature space. In this paper, we proposed a new feature 

selection algorithm based on gravitation, named GFS, which regards a feature occurring 

in one category as an object, and all objects corresponding to a feature occurring in 

various categories can constitute a gravitational field, then the gravitation of a feature 

with unknown category label on which all objects in the gravitational field act is used for 

feature selection. We have evaluated GFS on three benchmark datasets (20-Newgroups, 

Reuters-21578 and WebKB), using two classification algorithms, Naïve Bayes (NB) and 

Support Vector Machines (SVM), and compared it with four well-known feature selection 

algorithms (information gain, document frequency, orthogonal centroid feature selection 

and Poisson distribution). The experiments show that GFS performs significantly better 

than other feature selection algorithms in terms of micro F1, macro F1 and accuracy. 
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1. Introduction 

Automatic text categorization, which assigns the predefined categories to new text 

documents based on the content of the document, is the viable method to deal with the 

scaling problem of the digital documents. In real world situations, the text categorization 

has many important characteristics. A major characteristic of text categorization is the 

high dimensionality of the feature vector space which can be tens and hundreds of 

thousands of terms for even a moderated size dataset [1, 2]. Another major characteristic 

of text categorization is the high level of feature redundancy and feature irrelevance [2]. 

The irrelevant feature does not affect the performance of the classifiers and the redundant 

feature does not add any new performance to the problem of text categorization[3]. The 

high dimensionality is a big hurdle in applying many sophisticated learning algorithms to 

the text categorization [4]. Furthermore, the irrelevant and redundant features not only 

slow down the classification process and hurt the performance of the classifier but also 

bring about overfitting. Hence the feature selection is one of the methods that solve the 

problem mentioned above. 

In recent years, feature selection has been a hotspot to which many researchers pay 

attention. There are four definitions from various views. The first one is idealized that 

finds the minimally sized feature subset that is necessary and sufficient to problem [5]; the 

second is classical that selects a subset of the original features, such that the value of a 

criterion function is optimized [6]; the third is to choose a subset of features to improve 

the prediction accuracy and decrease the size of the feature space; the last one is that 

selects a small subset such that the resulting class distribution, given the selected features, 

                                                        
*
 Corresponding Author 



International Journal of Database Theory and Application 

Vol.9, No.3 (2016) 

 

 

212   Copyright ⓒ 2016 SERSC 

is as close as possible to the original class distribution [7]. Dash and Liu [3] considered 

the factors mentioned above, and believed that the feature selection attempts to select the 

minimally sized subset of features according to the two criteria: (1) the classification 

accuracy does not significantly decrease; (2) the resulting class distribution given the 

selected features is as close as possible to the original class distribution. 

There are four basic steps in a typical feature selection method, such as generation 

procedure, evaluation function, stopping criterion and validation procedure [3]. During 

the four steps of feature selection algorithm, the evaluation function is a vital one. It tries 

to measure the discriminating ability of a feature or a subset to distinguish the different 

class labels [3]. Blum & Langley [8] grouped the feature selection methods into three 

classes: embed, wrapper, and filtering. The characteristics of the embed approach is that 

the feature selection process is clearly embedded in the basic induction algorithm. The 

wrapper approach is to select feature subset using the evaluation function as a wrapper 

around the learning algorithm, and these features will be used on the same learning 

algorithm [9, 10]. The filtering approach selects the feature subset using the evaluation 

function that is independent to the learning method [9]. The most popular and 

computationally fast feature selection is the filtering approach [4], and the proposed 

method GFS in this study is also a filtering approach. There are numerous well-known 

feature selection algorithms, such as document frequency (DF), information gain (IG), 

χ
2
-statistic [11],odds ratios (OR) [12], mutual information [11], bi-normal separation 

(BNS) [13], Best Terms [4], the Orthogonal Centroid Feature Selection (OCFS) [14], the 

most relevant with category [15, 16], improved Gini index [17], class discriminating 

measure (CDM) [18], measure using Poisson distribution [19], Bi-Test [20], and so on. 

Most of these feature selection algorithms calculate the score of a feature for 

categorization based on information theory, probability and mathematical statistics, then 

all of the features in the training set are ranked and the top k features are selected to form 

the reduced feature space.  

In this paper, we proposed a new feature selection based on the theory of universal 

gravitation, named GFS, which assumes that a feature in every category of training set is 

an object and the amount of this feature occurring in every category of training set is the 

mass of the object. So a feature occurring in all the categories form a gravitation field, and 

then the gravitation of a feature in this gravitation field can be calculated. If the 

gravitation of category ci acting on a feature is bigger, this feature contains more 

information for category ci. To evaluate GFS method, we used two classification 

algorithms, Naïve Bayes (NB) and Support Vector Machines (SVM) on three benchmark 

text corpora (20-Newgroups, Reuters-21578 and WebKB) and compared it with four 

feature selection algorithms (information gain, document frequency, the orthogonal 

centroid feature selection and Poisson distribution).The experiments show that GFS 

performs significantly better than other feature selection algorithms in terms of micro F1, 

macro F1 and accuracy. 

The rest of this paper is organized as follows: Section 2 presents the state of the art for 

feature selection methods. Section 3 describes and analyzes the basic principle and 

implementation of the proposed method. The experimental details are given in Section 4 

and the experimental results are listed in the Section 5. The statistical analysis and 

discussion are presented in Section 6. Our conclusion and future work direction are 

provided in the last Section. 

 

2. Related Work 
 

2.1. Information Gain 

Information Gain (IG) [21] is frequently used as a criterion in the field of machine 

learning [11]. The information gain of a given feature tk with respect to the class ciis the 
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reduction in uncertainty about the value of ci when we know the value of tk. The larger the 

value of a feature information gain is, the more significant for categorization the feature is. 

The information gain of a feature tk toward a category ci can be defined as follows: 

  , ,

( , )
( , ) ( , ) lo g

( ) ( )
i i k k

k i

c c c t t t

P t c
IG t c P t c

P t P c 

  
         (1)

 

Where tk is one of the all features and ci is one of the all classes; P(c) is the fraction of 

the documents in category c over the total number of documents;P(t,c) is the fraction of 

documents in the category c that contain the word t over the total number of 

documents;P(t) is the fraction of the documents containing the term t over the total 

number of documents [22]  

 

2.2 Document Frequency 

Document Frequency (DF) is a simple and effective feature selection method, and it 

computes the number of documents in which a term occurs. The basic idea is that the rare 

terms are not useful for category predication and maybe degrade the global performance 

[11]. So if the number of the documents in which a term occurs is the largest, the term is 

retained [23]. The document frequency of a term is calculated as follows: 

( , ) ( | )
k i k i

D F t c P t c
              

(2)

 

where P(tk| ci) is the conditional probability ofthe feature tkgiven the categoryci. 
 

2.3. Orthogonal Centroid Feature Selection 

The Orthogonal Centroid Feature Selection (OCFS) selects features optimally 

according to the objective function implied by the Orthogonal Centroid algorithm [14, 16]. 

The centroid of each class and all training samples are firstly calculated, and then the 

score of the term is calculated according to the centroid of the each class and the entire 

training set. The higher the score of the term is, the more category information the term 

contains. The score of a term tk is calculated as follows:  

2
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Where nj is the number of documents in the category cj;n is the total number of 

documents in the training set;
k

j
m is the value of the k-th element of the centroid vector mj 

of category cj;m
k
 is the value of the k-th element of the centroid vector m of entire training 

set; |C| refers to the total number of categories in the corpus. 

 

2.4. Measure Using Poisson Distribution 

2

p
 is derived from Poisson distribution and applied to information retrieval. The main 

idea is that the degree of deviation from the Poisson distribution is used as a measure of 

effective features [19], that is, the farther a feature departs from Poisson distribution, the 

more effective the feature is. Conversely, if a feature can be predicted by Poisson 

distribution, then the feature is poor.  
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Where aij is the frequency of feature ti and class Cj co-occurrence ;bij is the frequency 

of feature ti occurs that does not belong to class Cj;cij is the frequency of class Cj 

occurrence that does not contain feature ti;dij is the number of times neither Cj nor ti 

occurs; Fi is the total frequency of term ti in all messages; n(Cj) and ( )
j

n C  are the 

numbers of messages belonging to Cj and not belonging to Cj ,respectively. N is the total 

number of documents in the training set. 

 

2. Algorithm Description 
 

2.1. Activation 

The universal law of gravitation was firstly discovered by Newton in 1687. It indicates 

that the strength of gravitation between two objects is directly proportional to the product 

of the masses of the two objects and inversely proportional to the square of the distance 

between them. The law can be described as follows: 

1 2

2

m m
F G

r


                (5)
 

Where F is the gravitation between two objects; G is the constant of universal 

gravitation; m1 is the mass of the object 1; m2 is the mass of the object 2; r is the distance 

between two objects.  

In recent years, the universal law of gravitation was introduced to the machine learning, 

such as gravitational clustering [24-26], data gravitation based classification [27], 

gravitational search algorithm [28-29], and so on. Guo et al [30] proposed a feature 

selection algorithm based on K-gravity clustering. They first grouped interdependent 

features into clusters used gravitational attraction and then used Embedded Classification 

Learning (ECL) to pick up some top feature groups and build a classifier on each selected 

feature group.  

Inspired by the universal law of gravitation and its utility mentioned above, we think 

that a feature occurring in a category can be assumed as an object, and the amount of this 

feature occurring in a category can be regard as the mass of this object. Therefore, these 

objects corresponding to that a feature occurring in various categories can form a 

gravitational field. We assume that all the objects in the gravitational field will attract a 

new object (feature with unknown category). If the force that an object for category ci 

acted on this new object is the biggest, the object (feature) contains most categorization 

information for category ci. Take features listed in Table 1 as an example, there are 10 

categories and each feature in Table 1 will form one gravitational field that contains 10 

objects. We assume that there is a feature “home” from one document with unknown 

category and the force acted on this object (feature) by object in category C1 is the biggest 

in the “home” gravitational field, so the feature “home” can well represent for category 

C1. According to this theory, the feature “remodeling” contains more information of 

category C4 and the feature “sales” is stand for category C7. 

Table 1. The Term Frequency of Features Occurring in Every Category 

features C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 

home 230 9 14 31 20 4 7 4 4 16 

remodeling 478 7 36 699 15 4 6 4 12 4 

sales 80 16 61 75 35 31 138 14 54 15 
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2.2. Algorithm Implement 

In order to apply the law of universal gravitation for feature selection, the parameters in 

the formula of the gravity should be determined.  

Definition 1 (data object 
k

i
o ). Data object is similar to the object in physics, which 

also has “data mass”. Data object is defined as a feature tk occurring in one category. As 

far as a feature is concerned, the number of data objects is the same as the categories. For 

instance, there are n data objects (
1 2

, , . . . ,
k k k

n
o o o ) for a feature tk in the classification 

problem which have n categories (c1, c2, …, cn). 

Definition 2 (data mass 
k

i
m ). The mass of a data object 

k

i
o  is the term frequency of a 

feature tk occurring in the category ci.  

Definition 3 (atomic data object 
k

a
o ). The atomic data object is a feature tk that comes 

from a document with unknown category. Since the mass of the atomic data object is 

same for each data object in the gravitation field, the mass of the atomic data object is a 

constant. In this paper, the mass of the atomic data object (
k

a
m ) is assigned by 1. 

Definition 4 (data gravitational field). All the data objects of a feature tk form the data 

gravitational field. All the data objects in this gravitational field can yield an attraction 

force on atomic data object entering into this field. If the force of the data object 
k

i
o acting on the atomic data object 

k

a
o  is the biggest, this feature tk corresponding to the 

data object 
k

i
o  and atomic data object contains most categorization information for 

category ci.   

Definition 5 (object distance ri). The object distance is the distance between the object 
k

i
o  and the atomic data object

k

a
o . To simplify the calculation, we define the square of the 

object distance (ri) as follows: 

2

| |

1

m in ( )

i
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i
i
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
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Where tfi is the amount of term frequency of all features occurring in category ci; |C| is 

the number of categories. 

According to the notions defined above, the strength of gravitation between data object 
k

i
o  and the atomic data object 

k

a
o  is directly proportional to the product of data mass 

k

i
m  of data object 

k

i
o and the mass 

k

a
m  of the atomic data object 

k

a
o  and inverse 

proportional to the square of the object distance. The formula is described as follow: 
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Where F(tk,ci) is the gravitation between data object 
k

i
o and the atomic data object 

k

a
o ; 

k

i
m is the data mass of data object 

k

i
o ;

k

a
m  is the data mass of the atomic data object 

k

a
o ; 

ri is the distance between data object 
k

i
o and atomic data object 

k

a
o ; G is a constant and 

assigned 1 inthis paper. We use the maximum of the F(tk,ci) as the global significance of a 

feature tk in classification problem. The formula is defined as follow: 

( ) m ax ( ( , ))
k k i

F t F t c
             (8)

 

The details of the GFS algorithm are given as following: 

Algorithm 1 

Input: V– the original vocabulary of the features extracted from the training set  

  C– the predefined category set 
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  k– the number of the selected features  

Output: Vsub– the feature subset of V which contains the best features for categorization 

Step 1: for each feature in vk∈V (0<k≤|V|) 

Step 2:  calculate the term frequency of feature vk in each catetory ci (
k

i
t f ). 

Step 3:  calculate the sum of term frequency of all features in each category ci 

(
k

i i i
t f t f t f  ). 

Step 4:  end 

Step 5: for each category ci∈C (0<i≤|C|) 

Step 6:  calculate the minimal value of tfi (tfmin) 

Step 7: end 

Step 8: for each feature in vk∈V (0<k≤|V|) 

Step 9:  for each category ci∈C (0<i≤|C|) 

Step 10:   calculate the gravitational force (
2

( , )

k k

i a

k i

i

m m
F t c

r
 ,  

k

i
m =

k

i
t f , 

k

a
m =1,

2

m in

i

i

t f
r

t f
 )  

Step 11:  end 

Step 12:  calculate the maximal value of ( , )
k i

F t c  ( ( ) m ax ( ( , ))
k k i

F t F t c ) 

Step 13: end 

Step 14: ranks all features in V based on ( )
k

F t  

Step 15: selects top k features into Vsub 

 

3. Experimental Setup 
 

3.1. Validation 

There are two commonly used validation procedures for feature selection methods: (a) 

using artificial datasets and (b) using real-world datasets [3]. In this paper, we choose 

three real-world datasets that are benchmark datasets. If the dataset is large, it can be split 

into K parts, and then each part is randomly divided into two subsets; the one subset is for 

training and the other one is for testing. Unfortunately, the dataset in real world is usually 

limited. So the 10-fold cross validation was adopted in our experiment. The 10-fold 

validation produces fairly good estimates in small dataset [31-32]. The dataset is 

randomly split into 10 mutually exclusive subsets of approximately equal size. The 

classifier is trained and tested 10 times; each time t∈{1,2,…,10}, it is trained on {D-Dt} 

and tested on Dt [32]. When the dataset is split, we ensure that each subset contains 

approximately the same proportions of labels as the original dataset. 

 

3.2. Datasets 

In order to evaluate the performance of the proposed method, three benchmark datasets 

- 20-Newsgroups, Reuters-21578 and WebKB - were used in this paper. The documents in 

every corpus must be transformed into succinct representations suitable for the classifiers 

during the process of preprocessing [33]. In our experiment, all the words were converted 

to lower case, punctuation marks were removed, and stop lists were used but do not stem. 

Document frequency of a term was applied in text representation. 

The 20-Newgroups were collected by Ken Lang (1995) and has become one of the 

standard corpora for text categorization. It contains 19997 newsgroup postings, and all 

documents were assigned evenly to 20 different UseNet groups. We ignore the UseNet 

header and only consider the content of the document when tokenizing the document. 
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The Reuters-21578 corpus contains 21578 stories taken from the Reuters newswire. All 

stories are non-uniformly divided into 135 categories. In this paper, we only consider the 

top 10 categories such as “Earn”, “Acquisition”, “Money-fx”, “Grain”, “Crude”, “Trade”, 

“Interest”, “Wheat”, “Ship” and “Corn”. The 9982 documents in the top 10 categories are 

split into 10 parts, and then 9 parts is used to train, the rest part is used to test. 

The World Wide Knowledge Base dataset (WebKB), which was collected by Craven et 

al.[34], is a collection of web pages from four different college web sites. The 8282 web 

pages are non-uniformly assigned to 7 categories. Following Nigam et al. [35] we 

selected 4 categories, “course”, “faculty”, “project” and “student”, as our corpus.There are 

4199 documents in 4 categories. Since the documents in WebKB corpus are HTML 

format files and contain much non-textual information, we remove all the HTML tagsin 

the documents during the preprocessing. 

 

3.3. Text Representation 

The representation of document is a important aspect in text categorization [23]. One 

of most popular representations is commonly referred to as the bag of words (BOW). 

Each document in the corpus is represented as a N-dimensional feature vector X = [x1, 

x2, …, xN], where the value of xi is determined by the representation of features adopted 

[36]. There are many feature representation methods used in text categorization, such 

binary representation, term frequency representation and term frequency-inverse 

document frequency (tf-idf). We adopted the term frequency representation in our 

experiment. It assigns xi as the number of occurrences of a term ti in a document. 

 

3.4. Classifiers 

Many classifiers are used in text categorization in recent years, such as Naïve Bayes 

(NB), K-nearest neighbor (KNN), Support Vector Machines (SVM), decision tree, and so 

on. The Naïve Bayes classifier, which is one of the most extensively used machine 

learning methods, is popular in text categorization. It successful applications to text 

document datasets have been shown in many literatures [22]. the Naïve Bayes classifier is 

simple to be performed and no parameters need to be adjusted [22]. Compared to the 

state-of-art methods, Support Vector Machines is a higher efficient classifier in text 

categorization. There is much empirical support for using Support Vector Machines for 

text categorization [19, 37-38]. In this paper, we use NB and SVM classifier to compare 

the performance of various feature selection methods.  

The Naïve Bayes [39] is a classifiable algorithm based on the assumption that a term 

occurring in a document is independent from the occurrence of other terms. There are two 

commonly used models about Bayesian classifier, the one is a multinomial model and the 

other is the multivariate Bernoulli model. Schneider [40] indicated that multinomial 

model can generate higher accuracy than multivariate Bernoulli model. In this study, we 

use multinomial model. 

Support Vector Machines are based on the structural risk minimization principle for 

computational learning theory, and it was originally developed by Drucker, et al. [41] and 

applied to text categorization by Joachims [1]. Since Joachims [1] thought that most text 

categorization problems are linearly separable, the linear kernel for SVM is selected. In 

this study, we use LIBSVM toolkit [42], and the C-SVM [43-44] is selected and the 

penalty parameter C is 1. 

 

3.5. Evaluations 

The classification effectiveness in text categorization is usually measured in terms of 

the precision (P) and recall (R) [23] which are originally defined for binary classification 

[37]. The precision is the ratio of the number of messages which are correctly identified as 

the positive category to the amount of messages which are identified as the positive 
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category, and the recall is the ratio of the number of the messages which are correctly 

identified as the positive category to the amount of the messages which actually belong to 

the positive category. If we consider the category ci as the target category, the precision 

(Pi) and the recall (Ri) are defined as follow. 

i

i

i i

T P
P

T P F P




   i

i

i i

T P
R

T P F N




         (9)

 

Where TPi is the number of the documents that is correctly classified to category ci, FPi 

is the number of the documents that is misclassified to the category ci, FNi is the number 

of the documents belonging to category ci were misclassified to other categories. 

To compute the averaged estimates in multiclass classification context, the 

macro-averaging and micro-averaging methods are used [19]. The micro-averaged F1 and 

the macro-averaged F1 measure are computed as follow. 
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Where |C| is the number of the categories. 

The accuracy, which is defined to be the percentage of correctly labeled documents in 

test set, is widely used in text categorization [22, 38, 45-47]. The formula of the accuracy 

is defined as follow. 

T P T N
A c c u ra c y

T P T N F P F N




              (11)
 

 

4. Results 

In the experiment, we selected top k features from the original feature space to compare 

the performance of feature selection algorithms. The value of k is equal to 200, 400, 600, 

800, 1000, 1200, 1400, 1600, 1800 and 2000. 

Table 2. The Micro F1 of Naïve Bayes Used Five Feature Selections on 

20-Newsgroups. The Value of GFS which Outperforms that of Other Four Methods 

is Indicated in Boldface 

The number of features 200 400 600 800 1000 1200 1400 1600 1800 2000 

GFS 66.15 71.33 73.84 75.00 75.89 76.65 76.92 77.27 77.63 78.01 

IG 43.05 49.55 54.83 57.76 60.70 62.88 64.58 65.99 67.40 68.34 

DF 48.19 59.23 63.47 66.37 68.58 70.32 71.90 72.78 73.49 74.07 

OCFS 36.10 46.50 51.87 55.37 58.24 60.64 62.81 64.72 65.84 66.87 

XP2 62.33 67.36 70.08 71.41 72.40 73.11 73.56 74.14 74.47 74.77 
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Table 3. The Macro F1 of Naïve Bayes Used Five Feature Selections on 

20-Newsgroups. The Value of GFS which Outperforms that of Other Four Methods 

is Indicated in Boldface 

Table 4. The Micro F1 of Support Vector Machines Used Five Feature Selections on 

20-Newsgroups. The Value of GFS which Outperforms that of Other Four Methods 

is Indicated in Boldface 

 

4.1. Results on 20-Newsgroups Corpus 

Table 2 and Table 3 shows the comparison of micro-averaged F1 and macro-averaged 

F1 among the different feature selection algorithms when NB classifier was used on 

20-Newgroups, respectively. It can be seen from Table 2 that the micro F1 measure of NB 

with GFS on 20-Newgroups is superior to that with other four feature selections. Table 3 

indicates that the macro F1 of NB combined with GFS outperforms that combined with 

other four feature selections. Table 4 and Table 5 show the comparison of micro-averaged 

F1 and macro-averaged F1 among the different selection algorithms when SVM classifier 

was used on 20-Newgroups, respectively. When SVM is used on 20-Newgroups, the 

proposed method GFS is superior to other feature selection algorithms in terms of micro 

F1 and macro F1. It can be seen from Table 2 – 5 that the XP2 acquires the second highest 

performance in terms of micro F1 and macro F1 only inferior to that of GFS. Figure 1 

lists the accuracy curve of NB and SVM combined with five feature selections used on 

20-Newgroups. Figure 1(a) shows that the curve of NB combined with GFS is 

significantly higher than that with other methods. Figure 1(b) indicates that the curve of 

SVM combined with GFS used on 20-Newgroups is higher than that with other four 

methods. 

Table 5. The Macro F1 of Support Vector Machines Used Five Feature Selections on 

20-Newsgroups. The Value of GFS which Outperforms that of Other Four Methods 

is Indicated in Boldface 

The number of features 200 400 600 800 1000 1200 1400 1600 1800 2000 

GFS 63.47 69.41 71.93 73.26 74.12 75.00 75.38 75.77 76.19 76.60 

IG 37.99 44.78 50.16 53.44 56.63 59.21 61.03 62.75 64.48 65.55 

DF 43.03 54.70 59.47 63.05 65.63 67.84 69.64 70.60 71.35 72.01 

OCFS 30.44 41.63 46.98 50.61 53.97 56.77 59.28 61.41 62.73 63.89 

XP2 59.12 64.58 67.61 69.03 70.21 71.05 71.63 72.30 72.73 73.03 

The number of features 200 400 600 800 1000 1200 1400 1600 1800 2000 

GFS 71.08 73.04 73.10 72.90 72.76 73.02 72.89 73.43 73.35 73.66 

IG 53.51 58.15 60.30 62.53 64.04 65.17 66.24 67.28 67.66 68.45 

DF 57.00 63.57 65.28 66.69 68.37 69.57 70.51 71.23 71.55 72.06 

OCFS 47.90 54.87 57.78 60.30 62.44 63.59 65.08 66.36 66.72 67.61 

XP2 68.16 69.97 71.01 71.21 71.83 72.00 72.13 72.50 72.82 72.92 

The number of features 200 400 600 800 1000 1200 1400 1600 1800 2000 

GFS 70.26 72.57 72.71 72.55 72.40 72.66 72.50 73.05 73.00 73.29 

IG 52.72 57.46 59.64 61.98 63.51 64.70 65.75 66.87 67.22 68.02 

DF 56.32 63.01 64.82 66.25 67.96 69.20 70.12 70.85 71.17 71.69 

OCFS 47.18 54.25 57.22 59.80 62.01 63.15 64.65 65.92 66.27 67.17 

XP2 67.45 69.45 70.54 70.76 71.35 71.56 71.72 72.11 72.40 72.51 
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Figure 1. The Accuracy Curve of Naïve Bayes and Support Vector Machines Used 

Five Feature Selections on 20-Newsgroups, Respectively 

 

4.2. Results on Reuters-21578 Corpus 

Table 6 and Table 7 shows the comparison of micro-averaged F1 and macro-averaged 

F1 among the different selection algorithms when NB classifier was used on 

Reuters-21578, respectively. It can be seen from Table 6 that the micro F1 measure of NB 

with GFS on Reuters-21578 is superior to that with other four feature selections. Table 7 

indicates that the macro F1 of NB combined with GFS outperforms that combined with 

other four feature selections. Table 8 and Table 9 show the comparison of micro-averaged 

F1 and macro-averaged F1 among the different selection algorithms when SVM classifier 

was used on Reuters-21578, respectively. When SVM is used on Reuters-21578, the 

proposed method GFS is superior to other feature selection algorithms in terms of micro 

F1 and macro F1 except for the number of selected features is 1600, 1800 and 2000. 

Figure 2 lists the accuracy curve of NB and SVM combined with five feature selections 

used on Reuters-21578. Figure 2(a) shows that the curve of NB combined with GFS is 

significantly higher than that with other methods and reaches the highest point (84.71%) 

when the number of selected features is 1000. Figure 2(b) indicates that the curve of SVM 

combined with GFS used on Reuters-21578 is higher than that with IG, OCFS and XP2, 

and lower than that with DF when the number of selected features is 1000, 1200 and 

1600. 

Table 6. The Micro F1 of Naïve Bayes Used Five Feature Selections on 

Reuters-21578. The Value of GFS which Outperforms that of Other Four Methods is 

Indicated in Boldface 

The number of features 200 400 600 800 1000 1200 1400 1600 1800 2000 

GFS 64.97 65.63 66.43 66.50 66.75 66.88 66.59 66.42 66.30 66.10 

IG 59.37 62.09 63.86 64.60 64.59 64.76 64.58 65.11 65.17 65.22 

DF 58.05 62.41 63.27 64.09 64.97 64.99 65.31 65.36 65.41 65.51 

OCFS 55.20 60.90 62.41 63.43 63.96 64.41 64.59 64.39 64.57 64.96 

XP2 57.09 57.20 57.05 57.04 57.00 57.03 57.05 57.05 57.09 57.03 
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Table 7. The Macro F1 of Naïve Bayes Used Five Feature Selections on 

Reuters-21578. The Value of GFS which Outperforms that of Other Four Methods is 

Indicated in Boldface 

Table 8. The Micro F1 of Support Vector Machines Used Five Feature Selections on 

Reuters-21578. The Value of GFS which Outperforms that of Other Four Methods is 

Indicated in Boldface 

Table 9. The Macro F1 of Support Vector Machines Used Five Feature Selections on 

Reuters-21578. The Value of GFS which Outperforms that of Other Four Methods is 

Indicated in Boldface 

 

 

Figure 2. The Accuracy Curve of Naïve Bayes and Support Vector Machines Used 

Five Feature Selections on Reuters-21578, Respectively 

The number of features 200 400 600 800 1000 1200 1400 1600 1800 2000 

GFS 60.13 60.70 61.70 61.95 62.19 62.40 62.40 62.43 62.36 62.30 

IG 52.67 55.23 57.40 58.57 58.70 59.32 59.46 60.06 60.32 60.56 

DF 51.68 55.29 56.33 58.16 59.23 59.69 60.30 60.52 60.68 60.99 

OCFS 49.09 53.80 55.72 56.95 57.67 58.36 58.84 59.26 59.74 60.25 

XP2 51.44 51.56 51.45 51.43 51.45 51.64 51.66 51.65 51.66 51.59 

The number of features 200 400 600 800 1000 1200 1400 1600 1800 2000 

GFS 63.96 63.16 63.06 62.97 62.95 62.72 62.76 62.67 62.75 62.74 

IG 62.19 61.31 61.73 62.19 62.20 62.66 62.59 62.59 62.58 62.88 

DF 60.65 61.07 61.76 62.75 62.81 62.69 62.56 62.70 62.86 62.82 

OCFS 60.23 60.28 61.02 61.49 62.26 62.69 62.64 62.52 62.73 62.69 

XP2 61.55 61.56 61.47 61.39 61.43 61.27 61.27 61.44 61.12 61.17 

The number of features 200 400 600 800 1000 1200 1400 1600 1800 2000 

GFS 63.02 62.20 62.00 61.83 61.84 61.63 61.62 61.45 61.61 61.57 

IG 60.27 60.21 60.56 61.08 61.08 61.57 61.49 61.42 61.44 61.73 

DF 59.56 60.05 60.61 61.62 61.71 61.56 61.44 61.53 61.67 61.67 

OCFS 57.34 59.16 59.76 60.32 61.14 61.59 61.52 61.42 61.60 61.55 

XP2 59.22 59.21 59.06 58.97 58.73 58.56 58.54 58.64 58.29 58.37 
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4.3. Results on WebKB Corpus 

Table 10 and Table 11 shows the comparison of micro-averaged F1 and 

macro-averaged F1 among the different selection algorithms when NB classifier was used 

on WebKB, respectively. It can be seen from Table 10 that the micro F1 measure of NB 

with GFS on WebKB is superior to that with other four feature selections except for the 

number of selected features is 400. Table 11 indicates that the macro F1 of NB combined 

with GFS outperforms that combined with other four feature selections when the number 

of the selected features is not equal to 400. Table 12 and Table 13 show the comparison of 

micro-averaged F1 and macro-averaged F1 among the different selection algorithms when 

SVM classifier was used on WebKB, respectively. When SVM is used on WebKB, the 

proposed method GFS is superior to other feature selection algorithms in terms of micro 

F1 and macro F1 except for the number of selected features is 200, 1200 and 1800. Figure 

3. lists the accuracy curve of NB and SVM combined with five feature selections used on 

WebKB. Figure 3(a) shows that the curve of NB combined with GFS is significantly 

higher than that with IG, DF and XP2 and is very close to that with OCFS. Figure 3(b) 

indicates that the curve of SVM combined with GFS used on WebKB is higher than that 

with other feature selections except for the number of selected features is 200 and 1200 

and reaches the peak (88.02%) when the number of selected features is 1400. 

Table 10. The Micro F1 of Naïve Bayes Used Five Feature Selections on WebKB. The 

Value of GFS which Outperforms that of Other Four Methods is Indicated in 

Boldface 

Table 11. The Macro F1 of Naïve Bayes Used Five Feature Selections on WebKB. 

The Value of GFS which Outperforms that of Other Four Methods is Indicated in 

Boldface 

Table 12. The Micro F1 of Support Vector Machines Used Five Feature Selections on 

WebKB. The Value of GFS which Outperforms that of Other Four Methods is 

Indicated in Boldface 

The number of features 200 400 600 800 1000 1200 1400 1600 1800 2000 

GFS 70.52 72.73 74.30 75.28 76.50 77.25 77.43 77.74 77.97 78.17 

IG 69.17 71.36 73.26 74.17 75.23 75.84 76.32 76.61 77.17 77.46 

DF 67.37 71.04 72.91 73.74 74.82 75.82 76.29 76.87 76.98 77.23 

OCFS 69.85 73.07 74.12 75.23 76.23 76.46 77.10 77.09 77.50 78.02 

XP2 65.05 65.17 64.71 64.74 64.76 64.65 64.73 64.66 65.32 65.33 

The number of features 200 400 600 800 1000 1200 1400 1600 1800 2000 

GFS 61.80 64.26 68.33 70.48 72.72 74.07 74.40 75.09 75.59 75.95 

IG 60.01 63.56 66.35 67.50 69.81 71.29 72.16 72.86 73.98 74.44 

DF 59.03 62.68 64.86 66.56 69.00 70.92 72.34 73.15 73.42 74.00 

OCFS 61.28 64.87 67.48 69.44 71.59 72.43 73.70 73.80 74.53 75.38 

XP2 55.04 55.11 55.20 55.29 55.31 55.45 55.64 55.80 56.06 56.21 

The number of features 200 400 600 800 1000 1200 1400 1600 1800 2000 

GFS 83.86 84.81 85.62 86.16 86.81 87.10 87.36 87.31 87.16 87.14 

IG 82.97 83.52 85.22 85.66 86.02 86.10 86.65 86.80 86.52 86.77 

DF 83.26 83.84 84.64 85.87 86.21 87.27 87.16 87.04 87.19 87.05 

OCFS 84.17 84.39 85.31 85.64 86.31 86.49 86.79 86.84 86.75 87.04 

XP2 81.26 80.69 80.87 81.46 81.21 81.27 81.37 81.26 80.77 80.28 
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Table 13. The Macro F1 of Support Vector Machines Used Five Feature Selections 

on WebKB. The Value of GFS which Outperforms that of Other Four Methods is 

Indicated in Boldface 

 

 

Figure 3. The Accuracy Curve of Naïve Bayes and Support Vector Machines Used 

Five Feature Selections on WebKB, Respectively 

5. Analysis and Discussion 
 

5.1. Statistical Analysis 

In order to compare the performance of the proposed method with the previous 

approaches, Friedman and Iman & Davenport [48] tests, which are non-parametric tests, 

are used in the statistical analysis. If the null hypothesis of Friedman and Iman & 

Davenport tests is rejected, the post test (Holm test) [49, 50] can be used to detect 

significant differences between the control algorithm and other algorithms. It compares 

the p-value with the value of α/i under the null hypothesis that the control algorithm is 

equivalent to other algorithms. If the p-value is below α/i, the corresponding hypothesis is 

rejected, namely the control algorithm is significantly outperforms the corresponding 

algorithm. In this paper, we compare the accuracy of five feature selections using 30 data 

sets which consist of the 10-fold cross validation on three data sets. Table 14 and Table 15 

show the Holm test table for α=0.05 when the Naïve Bayes and Support Vector Machines 

are used, respectively. It can be seen from Table 14 and Table 15 that all p-value are less 

than the corresponding α/i. So the GFS significantly outperforms the other four 

algorithms.  

 

 

The number of features 200 400 600 800 1000 1200 1400 1600 1800 2000 

GFS 83.62 84.58 85.39 85.91 86.56 86.89 87.16 87.13 86.97 86.95 

IG 82.68 83.26 84.98 85.44 85.74 85.83 86.41 86.56 86.27 86.56 

DF 83.05 83.58 84.39 85.62 85.99 87.07 86.95 86.86 87.02 86.88 

OCFS 83.95 84.14 85.08 85.33 86.03 86.23 86.56 86.63 86.53 86.84 

XP2 80.84 80.26 80.42 80.28 79.96 79.98 80.11 79.97 80.10 79.76 
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Table 14. Holm Test Table for α= 0.05 when Naïve Bayes is Used 

i algorithms z=(R0-Ri)/SE p-value α/i 

4 XP2 6.7769 1.2276E-11 0.0125 

3 IG 5.5114 3.5609E-8 0.0167 

2 DF 4.5316 5.8551E-6 0.025 

1 OCFS 3.5926 3.2741E-4 0.05 

Table 15. Holm Test Table for α= 0.05 when Support Vector Machines is Used 

i algorithms z=(R0-Ri)/SE p-value α/i 

4 IG 5.6338 1.7625E-8 0.0125 

3 OCFS 3.2660 0.00109 0.0167 

2 XP2 3.1843 0.00145 0.025 

1 DF 3.0210 0.00252 0.05 

 

5.2. Discussions 

In our experiment, three text benchmark corpora are used to compare the performance 

of the feature selection algorithms. During these corpora, the 20-Newgroups is a balanced 

dataset, namely the documents in 20-Newgroups are evenly assigned to 20 categories. 

While the distribution of the documents in the Reuters-21578 and WebKB are imbalanced. 

If we do not consider the difference of the length of documents in corpus, the amount of a 

feature occurring in a category also has bias in the imbalanced dataset. Take “flex” in 

Reuters-21578 corpus as an example, the amount of term frequency of this feature 

occurring in category “earn”, which contains 3864 documents, is 722, and the amount of 

term frequency of this feature occurring in category “crude”, which contains 578 

documents, is 216. Although the amount of feature “flex” occurring in category “earn” is 

greater than that in category “crude”, we cannot determine that the feature “flex” can 

stand for category “earn”. So we must get rid of the effect of the imbalance dataset on the 

feature selection. In the proposed method, we eliminate the effect of the imbalance dataset 

using the object distance between the data object and the atomic data object. The bigger 

the amount of term frequency of all features in one category is, the farther the distance 

between the data object and the atomic data object is and the less the strength of 

gravitation between data object and the atomic data object is.  

The gravity had been used for feature selection by Guo et al. [30], but their method is 

entirely different from the GFS in three respects. Firstly, the formations of the 

gravitational field are different. Every feature in the corpus is regarded as an entity and all 

features are used to constitute the gravitational field by Guo et al.[30], while the GFS only 

regards a feature occurring in one category as an object, and the number of the objects in 

the gravitational field is equal to the number of the categories. Secondly, Guo’s method 

calculated the gravitation between any two features in the gravitational field, and the GFS 

only considers the gravitation between an atomic data object with all the objects in the 

gravitational field. Finally, Guo’ method used gravitation between features for clustering, 

and then selected some feature groups for classification; however, the proposed method 

calculates the significance of a feature for categorization using the gravitation.   

 

6. Conclusion 

We proposed a novel feature selection algorithm based on gravitation, named GFS. We 

think that a feature occurring in one category can be regard as an object, and the 

gravitational field can be formed by all the objects corresponding to a feature occurring in 

various categories. We assume that there is a feature that comes from a document with 

unknown category label and it is regarded as an atomic object. The atomic object will be 

attracted by all objects in the gravitational field. The strength of gravitation of an object 

represents the significance of the feature for corresponding category. If the strength of 
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gravitation of an object which stands for the feature occurring in one category is the 

biggest, the feature can well represent this category. 

To evaluate the effect of GFS, we use two classifiers: Naïve Bayes (NB) and Support 

Vector Machines (SVM) on three benchmark text corpora: 20-Newgroups, Reuters-21578 

and WebKB, and compare it with the four well-known feature selection algorithms: 

information gain (IG), document frequency (DF), orthogonal centroid feature selection 

(OCFS) and Poisson distribution. The experiments results indicate that GFS significantly 

outperforms this four feature selection when Naïve Bayes and Support Vector Machines 

are used.  
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