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Abstract 

In the paper, with the introduction of data mining algorithm of the classification in 

detail, and then combining the classification algorithm and incremental learning 

technology, an incremental decision tree algorithm is proposed to solve the problem of 

incremental learning and analysis the experimental data for this algorithm. The paper 

used ID3 and C4.5 algorithm for detailed research. According to two algorithms, 

combining Bayesian classification algorithm’s incremental learning characteristic, the 

paper proposed an incremental decision tree algorithm , and by the analysis of 

experimental data. This algorithm can solve the incremental learning problem of the 

decision tree algorithm very well. 
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1. Introduction 

In the practical application of data mining, there are some problems [1-10]: how to 

efficiently classify those data and then fetch important information from them with data 

mining technique? [1-18]That is a hot research topic since the emergence of data mining 

science [19-28]. A good and efficient data mining classifying algorithm can reduce 

greatly the difficulty of knowledge mining in later period to get two-fold results with half 

the effort, making data mining result more distinct and accurate [29-37].  

The appearance of database helps us save a great deal of information data resource, 

where lots of valuable hidden information is included, which can be used to offer 

foundations for making wise decision. Data mining is mainly used for data classification 

and prediction to withdraw useful rules and pattern [38-46]. Decision tree classifying 

algorithm is one method of data mining algorithm which can support well data type of 

large database, with excellent scalability [47-55]. Also the classification pattern ultimately 

generated by the algorithm is easily transformed into rules [56-60].  

Mainstream methods of data mining classifying algorithms are decision tree algorithm 

and two common ones like id3 algorithm and C4.5 algorithm. But in real practice, the two 

methods do not have good adaptability to the new added data volume, i.e. how to make 

correct classification of rapidly growing data is the key to the whole classifying process.  

Based on the above research background, the paper aims to make in-depth studies on 

data mining core algorithm and choose its classification as key research direction to 

discuss decision tree algorithm, and do case study and improvements of decision tree 

algorithm. By combining with Bayesian algorithm, the paper proposes an incremental 

decision tree algorithm which can solve incremental learning problem and validates its 

effectiveness through experimental data analysis.      

 

2. Overview of Decision Tree Classification Algorithms 

First, you need to understand the definition of the decision tree, the decision tree 

structure and the flow chart is very similar. Each non leaf node in the tree is a test of a 

property, and the output of the test is the branch of the tree. 
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The root node of the decision tree is the initial node, or the class distribution or class 

is each leaf node. The decision tree classification algorithm consists of two steps: decision 

tree and decision tree pruning. 

 

2.1Decision Tree Construction Algorithm 

For the decision tree construction algorithm we need a sample data set containing the 

class label as the input data, the shape of the decision tree is the two fork tree or multi 

fork tree. The conclusion of the final logical judgment is that the decision tree is the edge 

of the decision tree. 

We mainly use the method of top-down recursive construction of decision tree. The 

method is to use a node which can represent the training sample as the initial root node of 

the decision tree; Suppose that the sample is in the same class, using the class label to 

label this node, and it is defined as the leaf node. If not in the same class, the heuristic 

information of the decision tree classification algorithm is used to measure the value of 

the gain of the information entropy. And the sample can be quickly classified attributes to 

identify the test attribute or attribute as the node. 

It should be noted that all of the properties of the decision tree construction algorithm 

are taken as discrete values. The algorithm has a more obvious shortcomings, in the data 

mining before. If the data is continuous, the data must be discretized, because it can only 

deal with the discrete attributes. 

The sample data is partitioned according to the branch that is created with the known 

test attribute. Then repeat such steps, in the classification of each division, uses recursive 

way to form the classification of the decision tree samples. When a property has appeared 

in the decision tree node, then there is no need to investigate the nodes of the subsequent 

nodes. 

Recursively divides the decision tree, when there are several conditions to terminate 

the recursion: 

1All data types of a node are the same; 

2Not used to further divide the remaining attributes of the sample, we use the majority 

voting method to decide. Property of the class to convert the remaining attributes into leaf 

nodes, and use the sample data. The largest number of attributes in the class label to label; 

3 The majority voting method is adopted to test the non-sample data of some branch 

test attributes to determine, directly to the data sample set to occupy most of the attributes 

of the class label to create a tree leaf node. 

Algorithm decision tree construction algorithm 
Algorithm input: discrete attributes of the training data set data_list candidate attributes set 

list_attribute. 

Algorithm output: the decision tree generated by the input training sample set 

1 Create node M 

2 If the data_list is in the category D, the M is returned as a leaf node, with the class D tag, and 

Return； 

3 If the list_attribut is empty, the leaf node is M, and the majority voting method is adopted. 

The most general class, and return; 

4The list_attribute information entropy value of the maximum value of information gain extracted 

from the property, marked as attribute_test 

5 Attribute_test marked as node M 

6 M node generation conditions for the attribut_test=ai branch 

7Definition is
is a subset of the samples in the data_list, is

meet the conditions attribute_test=ai 

8If is
is empty, add a leaf node, and is

is marked as a general class; 

9Otherwise, add a node N, which is generated by the function Generate_decision_tree 
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Choosing a good judgment logic or attribute is difficult to construct a good decision 

tree.  The same decision tree can be found in different decision trees. Usually, the smaller 

the tree structure, the better the prediction ability of the tree. 

To construct a small decision tree, it is necessary to select the attributes of the branch. 

Constructing the smallest tree is difficult. So the heuristic method can be used to choose 

the strategy. The method of measuring the purity of each sample is the key to attribute 

selection. 

These methods include: distance measure, information gain, information gain ratio, 

orthogonal method, correlation degree and so on. Different effects of different methods 

are different. Through the analysis of the actual situation, and then select the appropriate 

measurement methods to the impact of the results. 

 

2.2. Decision Tree Pruning Algorithm 

In the daily work life, the sample data are generally flawed. Some data in the attribute 

field may lack the necessary data to make the data incomplete. There may also be 

inaccurate data, including noise. The following mainly introduces the data noise problem. 

This time you need to use the pruning technique, it is a basic method to overcome the 

noise data, by pruning operation it can greatly simplify the structure of the decision tree, 

so that the structure of the decision tree is more understandable. 

At present there are two main pruning method: 

Pre pruning strategy: When making decision tree, decide whether to classify or stop 

the subset of noisy training. 

After pruning strategy: Method of fitting a simple. The initial decision tree to generate 

a complete data fitting, then the base of the tree bottom-up pruning of branches. 

In pruning at the same time, uses a test set to test the decision tree. If a node is 

removed, the accuracy of the decision tree or other metrics are not the same, then remove 

the node; otherwise, stop. 

From the theoretical analysis, pre pruning strategy without post pruning strategy. But 

after pruning time complexity. Decision tree pruning process usually requires the use of 

some thresholds or statistical parameters. 

Note that all pruning and bring benefits to the data set as the minimum decision tree is 

not the best decision tree. When the amount of data scarce, pruning will bring side effects, 

this is to prevent. 

 

2.3 ID3 Algorithm 

Shannon put forward and developed the information theory in the year, it is based on 

mathematical methods, including the use of probability theory. Mathematical statistics to 

measure and research information, information entropy, etc. 

By means of communication, the amount of information is measured, and the concept 

of self-information quantity, conditional entropy, information entropy and average mutual 

information is proposed. 

In the initial stage of machine learning, there is only an empty decision tree, which is 

not known. At this point, we use the decision tree model obtained from the previous 

learning to classify the whole attribute space. 

ID3 algorithm 

 

Input: sample data set D, attribute set C 

Output: decision tree T 

1 Begin 

2 If the data set D is empty, return 

3 Create node N 
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4 If there is no attribute that can be used to predict the decision tree T, then the next step 

5The attribute set of the data set is empty, the nodes are transformed into leaf nodes, and 

the data are used in the nest. Class label for a number of instances. 

6 If all instances of the data set have the same class attribute V 

7 Mark node N category is V 

8 The average information entropy AVG ENTROPY (A, C, T ) is calculated for each 

attribute of the pair. 

9 The average information entropy AVG ENTROPY (A, C, T) attribute value of the 

smallest mark Amin 

10If AVG ENTROPY (A, C, T) is not smaller than AVG ENTROPY (A, C, T). In the 

decision tree T, most of the instances belong to the class label A 

11 The average information for each Yu minimum attribute tag to node N 

12 For all the properties of the smallest class V of the average information entropy, do 

recursive call N1=ID3 

13 If N1 is empty, make an arc from N  to N1 labeled V 

14 Return node N. 

 

It is shown in table 2, gives a data set that may contain noise, which contains four 

Outlook, Temperature, Humidity and Windy. It is divided into two categories NO and 

YES. ID3 algorithm to construct the decision tree to classify the data. 

 

Attribute Outlook Temperature Humidity Windy Class 

1 Overcast Hot High Not No 

2 Overcast Hot High Very No 

3 Overcast Hot High Medium No 

4 Sunny Hot High Not Yes 

5 Sunny Hot High Medium Yes 

6 Rain Mild High Not No 

7 Rain Mild Normal Medium No 

8 Rain Hot Normal Not Yes 

9 Rain Cool Normal Medium No 

10 Rain Hot Normal Very No 

11 Sunny Cool Normal Not Yes 

12 Sunny Cool Normal Medium No 

13 Overcast Mild High Very Yes 

14 Overcast Mild High Very No 

15 Overcast Mild High Medium Yes 

16 Overcast Mild Normal Not Yes 

17 Rain Hot Normal Medium Yes 

18 Rain Mild Normal Very Yes 

19 Overcast Mild  Normal Very Yes 

20 Overcast Mild Normal Medium No 

21 Sunny Mild High Hot Yes 

22 Sunny Hot High Medium Yes 

23 Sunny Mild Normal Very Yes 

 

2.4 Analysis of the Advantages and Disadvantages of ID3 Algorithm 

According to the specific steps of the algorithm mentioned above, and the search 

strategy and space of the algorithm, it can be summed up the advantages and 

disadvantages. 

The hypothesis space of the algorithm includes all the properties of a finite discrete 

valued function of a complete space. Each discrete valued function represents a decision 
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tree. One advantage of the algorithm is that: Assuming that the space is complete, the 

objective function is avoided. 

Algorithm is not backtracking algorithm, so when the test of a property, the algorithm 

will not be back to the property to re test. In this way, it is possible to get a local optimal 

solution, rather than the global optimal solution. The algorithm is easy to fall into local 

optimum. 

ID3 algorithm can only deal with the discrete data is another drawback of the 

algorithm. When studying a sample data, it requires that the attribute of the sample data is 

discrete, and the attribute of the decision tree node is also discrete. 

ID3 algorithm will continue to increase the depth of the decision tree until the 

generated decision tree can completely fit the sample data. But when the sample data has 

the wrong data or noise data, the strategy will not be effective, resulting in the decision 

tree will be over fitting the data sample 

There are several ways to avoid over fitting in decision tree learning, and it can be 

divided into two categories: 

Pre pruning, before discovery algorithm creates a perfect fitting classification decision 

tree growth. After pruning, after the formation of over fitting in the tree to prune the tree 

in the algorithm. 

The first method looks very direct and effective, but in practical use. The second 

approach is more successful. 

No matter which method is used, the final determination of the correct tree size is the 

key problem. We can use the following method: 

The classification effect of the post pruning decision tree is made by using the sample 

data with different sample data. 

Learning from all the data samples, using statistical methods to estimate whether the 

extension or removal of a node can improve the problem of over fitting of the decision 

tree. 

To sum up, the single effective and strong learning ability is the advantage of the 

algorithm. Disadvantage is that the size of the data set is relatively small, and the sample 

data set attribute must be discrete, the training data set is large, the structure of the 

decision tree may change. 

 

3. Theoretical Foundation of Naive Bayesian Method 

Definition 1: Set x is a sample data. The data sample class label is unknown, which 

we make H as one assumption. If data sample X belongs to a specific type D, hope to 

get ( | )P H X , which means: for sample data X, supposed the probability of H which can 

hold, then 
( | )P H X

 is calculated with following method.  

( | ) ( )
( | )

( )

P X H P H
P H X

P X


              (1) 

    In which, ( | )P H X  is priori probability or priori probability of H; ( | )P H X  

means the possibility of X being observed when assumption can hold; 
( | )P H X

 means 

priori probability assuming H can hold in the condition X.  

Take for example, suppose if data sample is composed of fruits, use fruit color and 

shape to describe features. If X color is red, shape is round, H is assumption; if X is apple, 

( | )P H X  is the confidence level of the hypothesis that X is apple can hold when X is 

found round and in red color.  

    It can be seen that 
( | )P H X

 grows along with increasing 
( )P H

 and
( | )P X H

; 

meanwhile, 
( | )P H X

 diminishes with increasing
( )P X

. Bayesian classifier can realize 

better classifying result for completely dependent data and function-reliant data.  
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4. Naive Bias Classification Theory 

Bayesian classifying process includes following steps:  

    1 Use n-dimensional feature vector 1 2{ , ,..., }nX x x x
 to represent all data 

samples; describe respectively n dimensions of sample 1 2, ,..., nA A A
 which has n 

attributes;  

    2 Suppose there are m classes 1 2( , ,..., )mC C C
; X is unknown sample data of 

unlabeled class; classifier predicts X belongs to the class with highest priori probability in 

the condition; specifically, Bayesian classifier will categorize unknown sample data to the 

class 
(1 )iC i m 

 when and only when
( | ) ( | )i jP C X P C X

; the biggest priori 

assumption is 
( | )iP C X

is the biggest class iC
; 

( | )iP C X
can be determined by 

following Bayes' theorem;  

( | ) ( )
( | )

( )

i j

i

P X C P C
P C X

P X


                               (2) 

    3 Since ( )P X is constant, so
( | ) ( )i jP X C P C

‟s value is bigger and thus 

( | )iP C X
‟s value becomes bigger; the priori probability of iC

class is unknown, then we 

can assume the probability of those classes is equal, i.e. 1 2( ) ( ) ... ( )mP C P C P C  
; 

hence the question turns to seek maximized value of 
( | )iP X C

; 
( | )iP X C

 is often 

called the likelihood of data when iC
 is given; the assumption for making 

( | )iP X C
biggest is named the biggest likelihood assumption; otherwise, it requires 

maximizing 
( | ) ( )i jP X C P C

. What‟s noted is hypothesis is not equiprobable. So the 

priori probability of class is estimated through
( ) /i iP C s s

, where si is number of 

training samples in class iC
; is

 is total number of training samples.   

4 Since dataset has too many attributes, computing 
( | )iP X C

 will cause huge extra 

expenses. To avoid such amount because of calculating
( | )iP X C

, we assume class 

condition can hold. As the class label of sample is known, according to the supposition 

that attributes are conditionally independent, we can conclude attributes are not mutually 

dependent.  

1( | ) ( | )n

i k k iP X C P X C
                             (3) 

 

5. Example of Application of Bias Theory 

After the detailed introduction above, we have a preliminary understanding of the basic idea of 

naive Bayesian method. A specific application example of Bayesian method is introduced in this 

paper. It is shown in table1. 

From tabe1, data sample set to make „age‟, „income‟, „sutdent‟ and „credit_rating‟ description. 

Class label attribute „buys_computer‟ has two values of Yes and No. 

Let 1B
 correspond to class buys_computer=”Yes”, while 2B

 corresponds to class 

buys_computer=”No” 

The unknown sample data required for classification is: 

X=(age=<‟30‟,income=‟medium‟, student=‟Yes‟, credit_rating=‟fair‟) 
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Need to maximize
( | ) ( )i jP X C P C

.The prior probability of each category attribute is 

calculated by the appeal sample 
( )iP C

 

P(buys_computer=‟Yes‟)=9/14=0.64 

P(buys_computer=‟No‟)=5/14=0.36 

In order to calculate 
( | )iP X C

,   
1,2i 

,The conditional probabilities are calculated 

respectively. 

P(age<30| buys_computer=‟Yes‟)=2/9=0.22 

P(age<30| buys_computer=‟No‟)=3/5=0.6 

P(income=‟medium‟| buys_computer=‟Yes‟)=4/9=0.44 

P(income=‟medium‟| buys_computer=‟No‟)=2/5=0.4 

P(student=‟Yes‟| buys_computer=‟Yes‟)=6/9=0.67 

P(student=‟Yes‟| buys_computer=‟No‟)=1/5=0.2 

P(credit_rating=‟fair‟| buys_computer=‟Yes‟)=6/9=0.67 

P(credit_rating=‟fair‟| buys_computer=‟No‟)=2/5=0.4 

Assuming that each condition is independent, using the above probability, got: 

P(X| buys_computer=‟Yes‟)=0.44*.022*0.67*0.67=0.044 

P(X| buys_computer=‟No‟)=0.6*.04*0.2=0.019 

P(X| buys_computer=‟Yes‟)* P(buys_computer=‟Yes‟)=0.64*0.044=0.028 

P(X| buys_computer=‟No‟)* P(buys_computer=‟No‟)=0.35*0.019=0.007 

So, according to this probability, for the data sets of samplesX, Naive Bias classification 

prediction buys_computer=‟Yes‟ 

Table 1. Sample Data Set 

ID AGE INCOME STUDENT CREDIT_RATING BUY_COMPUTER 

1 <=30 High No Fair No 

2 <=30 High No Excellent No 

3 31-40 High No Fair Yes 

4 >40 Medium No Fair Yes 

5 >40 Low Yes Fair Yes 

6 >40 Low Yes Excellent No 

7 31-40 Low Yes Excellent Yes 

8 <=30 Medium No Fair No 

9 <=30 Low Yes Fair Yes 

10 >40 Medium Yes Fair Yes  

11 <=30 Medium Yes Excellent Yes 

12 31-40 Medium No Excellent Yes 

13 31-40 High Yes Fair Yes 

14 >40 Medium No Excellent No 

 

From the above instance, we find it estimates the probability of the occurrence of one 

event from the whole time aspect. For example, in the instance, the ratio for estimating 

probability P(age<30| buys_computer=‟Yes‟)is 
/cn n

, 9n  is sample quantity of all 

buys_computer=‟Yes‟, while 
2cn 

 is sample quantity when age<30.  

 

    In many cases, the perceived proportion is a good estimation of probability. But 

when cn
is very small, estimation will become bad. In this case, the probability is almost 

0; so the result would be 0 when the condition is inquired.  

    To overcome the difficulty, we utilize Bayesian method based on estimated 

possibility, which is defined m- as follows:  

estimate= Cn mp
m

n m




                      (4) 
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In the formula, Cn
is defined the same as above; P is a confirmed priori estimation 

probability; m‟s value is equal to the size of current sample, which is used to judge P with 

observed data. The formula aggrandizes the scale of n actual samples. Together with m 

virtual samples, they are distributed as per P. When other information is missing, suppose 

priori probability is an effective way to choose p evenly; if one attribute has k possible 

values, then set P=1/K. Suppose to estimate P(age<30| buys_computer=‟Yes‟), attribute age 

has three possible values, so even priori probability can be set p=0.33; if m=0, m 

estimation is equivalent to simple percentage 
/cn n

; if neither n nor m is 0, priori 

probability P and observed percentage 
/cn n

 can merge as per weight ratio m.  

 

6. Incremental Learning 

Incremental learning is a natural learning way through which learning system can learn 

new knowledge persistently from new sample from the environment and knowledge 

incremental learning mostly acquired can be assured to be close to human beings.  

With rapid advancement of machine learning and artificial intelligence, people have 

developed plentiful machine learning algorithms. But such algorithms are mostly batch 

learning, that is, they learn all sample data at one time, which is the prerequisite. Through 

learning those samples, learning process ends and it‟s not possible to acquire new 

knowledge. That is contradiction between theory and reality. In actual practice, sample 

data can not be obtained at one time, instead, the data is gained in a continuous manner, 

which is called incremental problem. In that course, sample‟s data will change along with 

the time going. If a new sample data is got, it needs re-learn all data, clearly which wastes 

a lot of time and resources. With increment of data, the requirement for storage space 

becomes fierce and quick. So batch learning is suitable for that need. Incremental learning 

can allow to updated and modify acquired knowledge base without haste; moreover, 

knowledge information after update can well adapt to refreshed data, no need of 

relearning data.  

Incremental learning has significance. With development and application of database 

and Internet technology, the society of all circles has accumulated tremendous data and 

those data are gradually increasing. How to withdraw useful information from those data 

and classify them is a troublesome task. Traditional batch learning style is static, unlikely 

to adapt to the environment; only through the way of incremental learning, can the 

requirement be settled.  

Incremental learning algorithm is one of machine learning methods. The incremental 

learning classifier based on Bayes can in certain degree realize incremental learning. The 

incremental decision tree algorithm mentioned later in the next is a new technique which 

integrates Bayesian incremental learning and decision tree to solve decision tree 

incremental learning trouble.  

 

7. Implementation of Incremental Decision Tree Algorithm (HID)  

Due to information technology advance, information data grow explosively and data 

volume becomes bigger and bigger. Classification being important part of data mining, 

traditional data mining classifying algorithm shows big limits in the face of booming data 

amount, especially when information data were acquired in segments. In this case, the 

method to solve it is incremental learning, which utilizes priori information to deal with it.  

Decision tree classifying algorithm is a technique with instance as basis. Decision tree 

classifying algorithm adopts top-down recursive way to compare attributes of internal 

nodes of decision tree. Based on different attribute value, judge branches downwards is 

from the node and make conclusion at leaf node of decision tree.   
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Incremental decision tree algorithm combines the application of naive Bayesian 

method and decision tree algorithm to overcome the incremental learning problem of 

decision tree algorithm.  

 

7.1. Interface of Bayesian Classifier 

We may as well assume the attribute space of one node of decision tree in one sample 

dataset is D, which in the next is regarded as parameter of Bayes classifier according to 

classification and attribute space D of the sample dataset. When there is new sample data, 

do naive Bayesian classification of sample data which arrive at the node. The node is 

named Bayes node.  

Then the key issue is how to embed Bayes node to decision tree in later part. For 

realize that purpose, there are two methods: (i) embed all decision tree nodes to Bayes 

node; (ii) insert Bayes node to leaf node of decision tree structure. The proposed 

incremental decision tree algorithm in the paper takes a flexible method which enables 

Bayes nodes to have the ability that all leaf nodes of decision tree can be inserted there. 

When it‟s necessary for leaf nodes to insert to Bayes nodes, only part of leaf nodes are 

Bayes nodes.  

 

7.2. Incremental Decision Tree Algorithm  

According to current data set sample, we use decision tree algorithm to classify it. 

Then according to discrete attribute value, segment dataset sample in recursive way into 

several small sample data sets. With those data sets, construct decision tree nodes, which 

can be divided into Bayes nodes and common leaf nodes as per the actual procedure.  

During generation, there are two cases when the generative algorithm produces one 

leaf node. 

Firstly, when all current sample data are put in one class, this would lead to over-

matching; hence it needs pre-pruning as follows: calculate and measure the difference 

value of node before categorization and compare it with threshold; if it‟s bigger than 

threshold, classify it; otherwise, generate leaf node; if n instances are put to the current 

node and n of them belong to class i, also the most likely class is A, then the association 

between A and in
 shows below; the difference measure of current node is 

(1 / )An n
.  

    Secondly, since some samples can‟t be classified further in current attribute space, 

even if there are plentiful training data allocated to the current node, such sample data 

can‟t be divided further. This is too extreme that all training samples‟ discrete attribute is 

the same in current attribute space. Therefore, the proposed incremental decision tree 

algorithm produces one Bayes node, to learn valuable attributes of current instance 

sample subset.  

The algorithm for generating initial decision tree is defined like:  

GenerateTree(S,P,D) 

Where S is sample instance set; P is current attribute space; D is difference threshold. 

    Input: sample instance set S, attribute space P and difference threshold D; 

    Output: decision tree T 

    The algorithm is carried out in following steps:  

(1) Create node M  

(2) If sample instances in S are in the one class B, return M as common leaf node and 

mark as class B; go to next step;  

(3) Calculate difference degree   of current node;  

(4) If there is no available attribute value pair or 
D 

 in S, the node needs learn 

about Bayes classifier‟s parameter; then M is defined as one Bayes node, return M. 
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(5) Choose from S the attribute value pair A with the smallest expectation of 

distribution and find out A‟s all sample training set 1S
;  

(6) Add one node generated by GenerateTree( 1S
,P-A,D); make 2 1S S S 

,add one 

node generated by GenerateTree( 2S
,P-A,D) as well. 

So, by constantly is to establish a decision tree. This can be increased by adding a 

Bayesian node or modified Bayesian parameters to carry out incremental learning of 

samples, to solve the incremental learning problem. 

The incremental decision tree algorithm overall steps are shown below: 

Input parameters: decision tree 0T
. New sample instance a 

Output parameter: decision tree T 

The algorithm is carried out wholly as follows: 

    (1) Use new added sample instance a and decision tree 0T
; attribute matching 

reaches one leaf node P;  

    (2) If the leaf node P is a Bayes node, merge with a to modify parameter of Bayes 

node and return the updated decision tree T;  

    (3) If the leaf node is not Bayes node, then it‟s a common leaf node; if the class of 

instance a is same with the node, go back to decision tree 0T
; otherwise compare node P‟s 

Bayesian classification accuracy A and decision tree accuracy 2A
;  

    (4) If 1 2A A
, change node P to Bayes node; return updated T; or turn to 0T

  

 

8. Experimental Analysis and Results 

    The proposed incremental decision tree made use of some data sets in database for 

UCI machine learning study to do comparative testing of the algorithm. It compares the 

precision with decision tree algorithm and Bayes classification algorithm, comparing 

accuracy and time consuming of the two algorithms from ordinary non-incremental and 

incremental perspective, validating their classifying performance.  

UCI is more famous for data mining and machine learning for researchers to use an 

open number. According to the library, in this paper, we use some data sets of UCI to 

complete the experiment. 

Experiment parameter setting: the difference threshold value is 0.01. The minimum 

sample number of nodes is 2. In experiment, the average is divided into 10 samples, 

which 9 samples are used as the training set, and the other one is the test set. Conduct five 

experiments to get the average accuracy rate. 

Experimental machine configuration: Pentium(R) Dual-Core CPU E6700 3.2GHZ, 

memory is 4GB. The specific information used in the UCI data set is as follows. 

Table 1. UCI Data Set Details 

Data set Data size Number of attributes Class number 

Zoo 100 16 7 

Banding 167 20 2 

Monk1 156 6 2 

Monk2 168 6 2 

Vote 340 15 2 

Crx 480 15 2 

Soybean 680 34 18 

Anneal 800 37 6 

Hypo 2600 28 5 
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Letter 10000 15 24 

 

    We used the data set to do non-incremental learning of the proposed incremental 

decision algorithm, ID3 algorithm and Bayes algorithm to get experimental data results as 

indicated in Table 2. From the table, we note the classifying accuracy rate of incremental 

decision tree algorithm increased by 4.67% than ID3 method, and by 9.34% than the 

Bayesian algorithm. The incremental decision tree algorithm presented here realized 

higher precision rate than the other two algorithms.  

Table 2. Comparison of Incremental Decision Tree Algorithm and Algorithm and 
Bias Algorithm 

Data set Time consuming(ms) Accuracy rate (%) 

HID ID3 Bayes HID ID3 Bayes 

Zoo 97 86 90 100 99 100 

Banding 135 123 99 98.6 94.2 86.9 

Monk1 95 108 91 96.8 83.9 80.8 

Monk2 121 96 88 93.4 83.4 78.9 

Vote 128 96 94 96.9 95.7 90 

Crx 151 153 112 95.5 95.1 90 

Soybean 283 242 212 97.1 95.8 91.1 

Anneal 336 294 147 99.4 95 96.1 

Hypo 386 325 282 99.5 99.8 98.8 

Letter 19385 14349 1682 94.2 92 74.2 

 

We used the data set to perform incremental learning of the proposed incremental 

decision algorithm, ID3 algorithm and Bayes algorithm to get experimental data results as 

shown in Table 3. The table reveals that the proposed algorithm increased accuracy rate of 

classification by 2.7% than ID3 technique and by 8.26% then Bayes algorithm.  

    However we find shortcomings of the proposed algorithm. To be specific, the 

proposed algorithm took more expenses than id algorithm and Bayes algorithm, which has 

its necessity according to contents of the algorithm. The method here performs learning 

mainly of parameters of Bayesian classifier, as a result it takes more time.  

Table 3. Time Overhead and Accuracy when Incremental Occurs 

Data set Incremental ratio Time consuming(ms) Accuracy rate (%) 

HID ID3 HID ID3 

Zoo 20% 53 86 93.2 91.3 

Banding 30% 76 151 97.7 94.2 

Monk1 30% 69 108 95.8 83.9 

Monk2 35% 71 96 93.4 83.4 

Vote 40% 61 98 96.2 95.7 

Crx 25% 92 153 95.5 95.1 

Soybean 45% 98 242 96.4 95.8 

Anneal 30% 201 294 99.4 95 

Hypo 50% 126 325 99.5 99.8 

Letter 20% 5983 14349 93.2 92 

To sum up from the above, the actual classifying accuracy of incremental decision tree 

algorithm is apparently better than Bayes algorithm and ID3 algorithm and can meet 

requirements of incremental learning. But it requires extra time consumption, which is 
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comprehensible. On the whole, it can get rid of the drawbacks of incremental learning by 

decision tree algorithm, achieving expectant objective.  

 

9. Conclusion 

The incremental decision tree algorithm was presented in the paper. Firstly, it 

described fully the theory of Bayesian classifying method; then introduced steps and 

implementation of incremental decision tree algorithm; finally with some data sets used 

here, experiments were made to compare the proposed method, decision tree algorithm 

and Bayes method and results were obtained. Based on that, it analyzed the performance 

of the proposed incremental decision tree algorithm with those results. In conclusion with 

analysis of experimental data, the approach proved its ability to solve well incremental 

learning problem by combining with decision tree algorithm and Bayes classification 

method. 
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