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Abstract 

As traditional Linear Discriminant Analysis algorithm runs slowly in large data set, 

this paper proposed a fast LDA algorithm based on active learning. In the proposed 

algorithm, the original training set is divided into three parts, i.e. initial training set, 

correction set and testing set. Secondly, LDA algorithm is running on the initial training 

set, and the projection vector can be obtained. Thirdly, we select from correction set the 

samples whose projection is farthest from the mean vector, add them into the initial 

training set and compute the projection vector again. Repeat this step until the 

classification precision attains the expected target or the correction set is empty. The 

simulation experiments on the UCI data set and the MNIST data set show that the 

proposed algorithm running fast on large data set, and has a good classification 

precision. 
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1. Introduction 

Linear Discriminant Analysis is an analytical method in statistics, and it use the idea of 

dimensionality reduction to do classification task. The research on LDA can date back to 

the Fisher's typical paper entitled 'The use of multiple measurements in taxonomic 

problems' [1]. 

Currently, LDA is applied widely in many aspects of human life, such as face 

recognition [2-3], speech recognition [4-5], fault diagnosis [6-7] and network intrusion 

detection [8-9], and achieves a good performance. However, a serious drawback of LDA 

is that it runs slowly on large-scale classification data set. The computational complexity 

of finding the optimal line for the Fisher linear discriminant is dominated by the 

calculation of the within-category total scatter and its inverse, which is an O(d
2
n) 

calculation. 

For this shortcoming, in this paper we proposed a fast LDA algorithm based on active 

learning, and gives the detailed implementation. The proposed algorithm chooses the most 

significant samples to do classification based on active learning, which can get a higher 

performance with a small number of samples and achieve a fast classification. 

Our paper is organized as follows. In Section 2, the active learning method and the 

LDA algorithm are reviewed. In Section 3, a fast LDA algorithm based on active learning 

is proposed. The simulation experiments on the UCI data set and the MNIST data set are 

conducted in Section 4, and the experimental results and a detailed analysis are also given 

in this part. Section 5 concludes the whole paper. 
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2. Review on Active Learning and the LDA Algorithm 
 

2.1. Review on Active Learning 

Active learning is an iterative type of supervised learning that is suitable for situations 

where data are abundant, yet the class labels are scarce or expensive to obtain. The 

learning algorithm is active in that it can purposefully query a user (e.g., a human oracle) 

for labels. The number of tuples used to learn a concept this way is often much smaller 

than the number required in typical supervised learning [10]. 

To keep costs down, the active learner aims to achieve high accuracy using as few 

labeled instances as possible. Let D be all of data under consideration. Suppose that a 

small subset of D is class-labeled. This set is denoted L. U is the set of unlabeled data in 

D. Various strategies exist for active learning on D. A pool-based approach to active 

learning is given in the following [11]. 

(1) An active learner trains a classifier on L which is the initial training set. 

(2) It then uses a querying function to carefully select one or more data samples from U 

(also referred to as a pool of unlabeled data) and requests labels for them from an oracle 

(e.g., a human annotator). 

(3) The newly labeled samples are added to L, and the active learner trains a classifier 

again on the expanded L with supervised way. 

(4) Repeat the third step until the classifier trained by the active learner achieve a good 

performance. 

An illustration about this process is given in Figure 1. 

 

 

Figure 1. The Pool-Based Active Learning Cycle 

 

2.2 Review on the LDA algorithm 

LDA algorithm is a typical pattern classification algorithm based on dimensionality 

reduction. For a binary classification problem, the LDA algorithm converts the problem 

from n-dimensional space to 1-dimensional space by projecting the two classes of 

samples on a certain line. Thus the complex classification problem can be solved in an 

easier way. The LDA algorithm requires that the projected samples are well separated. 

Figure 2 shows a comparison between projection of samples onto two different lines. The 

figure on the right shows greater separation between the red and black projected points. 
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Figure 2. Projection of Samples Onto Two Different Lines 

The idea proposed by Fisher is to maximize a function that will give a large separation 

between the projected class means while also giving a small variance within each class, 

thereby minimizing the class overlap [12]. 

The detailed computation on LDA is given in the following. Let two classes of samples 

are denoted by 1

1 1

1 1{ ,..., }lx x 
 and 2

2 2

2 1{ ,..., }lx x 
. Let 1 2 1{ ,..., }lx x    , 

where 1 2l l l  . 

The LDA algorithm achieves the direction vector w of the best projection line by 

maximize the following function 

( )
T

B

T
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w S w
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denote the between-class scatter matrix and the within-class scatter matrix respectively, 

and 1

1 il
i

i j

ji

m x
l 

 
（ 1,2i  ）denotes the center of the i-th class of original samples. 

For similarity, in this paper we just give the result of the direction vector w by the 

following. Detailed analysis on maximizing the function 
( )J w

 can refer to [13]. 
1

1 2( )ww S m m 
 

 

3. Algorithm Design 

In this Section, we will design a fast LDA algorithm based on active learning, which is 

abbreviated as FLDBAL. Firstly, the original training set T is divided into three parts, 

namely A, B, C, where A is the initial training set, B is the correction set and C is the 

testing set. Our algorithm firstly uses A to train an initial LDA classifier. Then select 

proper samples from B, add them into A and retrain the LDA classifier. Repeat this step 

until the classification precision attains the expected target or the correction set is empty. 

Strict algorithm is shown in ALGORITHM 1. 

ALGORITHM 1 
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Input: the original training set T 

Output: the projection line 

method: 

1. Divide the original training set into 3 different part, i.e. the initial training set A, the 

correction set B and the testing set C. The proportion of the sizes of A, B, and C is 2:6:2. 

2. Train a LDA learner on the initial training set A, and the direction vector of the best 

projection line is w 

3. Compute the precision on the testing set C 

4. If the precision of the LDA learner attained the expected target or the correction set 

B is empty, output the direction vector w, else repeat Step 5-8. 

5. Project the samples in the initial training set A onto w, and compute the projection 

center of the two classes of samples, denoted as m1 and m2. 

6. Select x1 and x2 from each class of B, where x1 denotes the farthest sample from the 

projection center m1 and x2 denotes the farthest sample from the projection center m2. That 

is to say,  

1 1 1( , ) max ( , )
x one class of B

d x m d x m



 

2 2 2( , ) max ( , )
x the other class of B

d x m d x m



 

7. Add x1 and x2 into A, and remove them from B, i.e., 1 2{ , }A A x x , 1 2/ { , }B B x x  

8. Train a new LDA learner on A, and compute the classification precision on the 

testing set C. 

The FLDBAL algorithm is illustrated in Figure 3. As shown in Figure 3, the red 

samples consists of the initial training set A, and the yellow samples consists of the 

correction set B, where the square samples denote one class and the circle samples denote 

the other class. The FLDBAL algorithm firstly trains a LDA learner on A and obtains the 

best line l, the projections and the projection centers m1 and m2. Then compute x1 and x2, 

remove them from B and add them into A. Finally, train a new LDA learner on A until the 

classification precision on the testing set C attains the expected goal or the correction set 

B is empty. 

 

Projection line l
m1 m2

x1

x2

 

Figure 3. An Illustration of the FLDBAL Algorithm 

The proposed algorithm employs active learning to train a fast LDA classifier. It firstly 

uses 20% of the samples to train, and then choose the most important samples from the 

correct set to correct. On one side, it improves the efficiency by largely reducing the 

number of samples needed for training. On the other side, it guarantees the classification 

precision by selecting the most important samples. In order to test the performance of the 

algorithm furtherly, we conduct two experiments on the UCI data set and the MNIST data 

set in the next section. 
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4. Experiments 

In this paper, we perform experiments on the UCI standard data sets and the MNIST 

data set to test the performance of the proposed FLDBAL algorithm and the traditional 

LDA algorithm. All the algorithms are implemented with Matlab 2015 and 

libsvm-mat-2.83. All experiments are run on 2.00 GHz, Intel (R) Core (TM) 2 CPU with 

2GB main memory under window 7. 

 

4.1. Experiments on the UCI Data Sets 

Firstly, we use 3 different UCI data sets to test the performance of the proposed 

FLDBAL algorithm and the traditional LDA algorithm. For the traditional LDA algorithm, 

we select 80% of samples from each UCI data set for training and the remaining 20% is 

used for testing. For the FLDBAL algorithm, we randomly select 20% of samples from 

the original training sample set to form A, randomly select 60% of samples to form B, and 

the rest as C. The selected data information is shown in Table 1. 

Table 1. The Experimental Data Information of the FLDBAL Algorithm 

Data set Size of A Size of B 

mashroom 1600 4800 

credit 120 360 

glass 40 120 

 

Five runs of 10-fold cross-validation are performed for each algorithm on the three 

UCI data sets, and the average classification precision and running time are reported in 

Table 2 and Table 3. 

Table 2. Comparison of Classification Precision on 3 UCI Data Set 

Data set 
Classification precision (%) 

LDA FLDBAL 

mashroom 96.6 96.3 

credit 93.1 92.9 

glass 92.2 92.1 

Table 3. Comparison of Running Time on 3 UCI Data Set 

Data 
Running time (ms) 

LDA FLDBAL 

mashroom 10233.2 7215.3 

credit 205.6 162.3 

glass 35.5 13.6 

 

4.2. Experiments on the MNIST Data Set 

In this part, we conduct the experiment on the MNIST data set. This data set consists of 

70000 handwritten digits, including 60,000 examples, and a test set of 10,000 examples. 

The digits have been size-normalized and centered in a fixed-size image. The MNIST data 

set consists of 10 classes of images, including ′0′ to ′9′. Each image is with a gray level of 

8, and can be represented by a 784-dimensonal vectors. Figure 4 gives some samples in 

the MNIST data set. For similarity, we just choose the ′0′ and ′1′ samples for classification. 

For the traditional LDA algorithm, we randomly select 800 ′0′ and 800 ′1′ as training 

samples, and randomly select 200 ′0′ and 200 ′1′ as testing samples. For the FLDBAL 

algorithm, we randomly select 200 ′0′ and 200 ′1′ as training samples, and randomly select 

600 ′0′ and 600 ′1′ as correction samples.  

The preprocessing was done by Le Cun et al. [14] and a linear transform was 

performed such that all patterns were centered at 28 × 28 window while keeping the 
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aspect ratio. The pixel values of resulting gray-scale images were scaled to fall in the 

range from –1.0 to 1.0. 

Since patterns on MNIST are not truly located at the center, first the preprocessing was 

performed by enclosing the pattern with a rectangle, and then translating this rectangle 

into the center of a 28 × 28 box. Then patterns were blurred using the following mask: 

1 2 1
1

2 4 2
16

1 2 1

 
 
 
 
   

Finally, DeCoste and Schölkopf’s [15] idea was used to normalize each pattern by its 

Euclidean-norm scalar value such that the dot product was always within [−1, 1]. 

 

 

Figure 4. Some Samples in the MNIST Data Set 

Five runs of 10-fold cross-validation are performed for each algorithm, and the average 

classification precision and running time are reported in Table 4. 

Table 4. The Result Comparison between LDA and FLDBAL on the MNIST 
Data Set 

Algorithm Classification precision (%) Running time (s) 

LDA 95.2 722.1 

FLDBA

L 
94.1 425.6 

 

4.3. The Experimental Result and Analysis 

As shown in Table 2, Table 3 and Table 4, the classification precision of the FLDBAL 

algorithm is slightly lower than that of the traditional LDA algorithm, the FLDBAL 

algorithm is much more efficient. The main reason is that the traditional LDA algorithm 

require to train on the whole data set, but the FLDBAL algorithm just need a few 

important training samples for training based on active learning, thus its efficiency is 

higher and the classification precision is always acceptable. 

 

5. Conclusion 

In this paper, we proposed a fast LDA algorithm based on active learning. The 

proposed algorithm uses active learning for training, and firstly trains an initial LDA 

learner on the initial training set, then selects the most important samples for correction. 

The proposed algorithm is with a higher efficiency than the traditional LDA algorithm, 
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but its classification precision can almost match that of LDA. The simulation experiments 

on the UCI data set and the MNIST data set show the effective of the proposed algorithm. 
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