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Abstract 

With the rapid development of the Internet and the continuous expanding of the data 

network, little potential anomaly can seriously affect the normal operation of the network, 

and even lead to huge economic losses. In order to be more accurate and efficient in the 

traffic detection, in this paper, we propose an N-ARMA based traffic anomaly detection 

model. We also conduct extensive experiments to verify the higher accurate ratio and 

recall ratio of our model by comparing with other traffic anomaly detection methods. 
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1. Introduction 

The continuous development of the Internet makes the Internet services and 

applications much more various, but at the same time, the network attacks also emerge 

frequently, such as worm invasions, denial of service attacks. They can lead to large-scale 

network paralysis and huge economic losses. Therefore, effective traffic anomaly 

detection and warning is crucial. 

These days, a lot of time series anomaly detection technologies have been applied in 

the traffic warning area [1][2] [3], such as wavelet analysis [4][5][6], permutation entropy 

[7][8][9], support vector machine [10], and decision tree [11]. With the deepening of these 

researches, many commercial network management systems are launched, and the 

management system based on the predictive model has been gradually applied. However, 

the accuracy and breadth of the prediction still need to be improved. 

In this paper, in order to improve the accuracy of the traffic anomaly detection, we 

propose an N-ARMA (Normal distribution based on Auto-Regressive and Moving 

Average) traffic anomaly detection model, and verify the higher value of its accuracy by 

comparing with methods based on wavelet analysis and permutation entropy. 

The rest of this paper is organized as follows. In Section 2 we provide an overview of 

the related work; Section 3 gives a brief description of the ARMA (Auto-Regressive and 

Moving Average) model; our N-ARMA traffic anomaly detection model and the 

implementation are described in Section 4, whereas the experimental results are presented 

in Section 5; the last section concludes the paper and gives some directions for future 

work. 

 

2. Related Work 

There have been several efforts towards studying the time series anomaly detection, 

especially about the traffic anomaly. Sun et al. [4] applied the two-dimensional diffusion 

wavelets (DW) transform in traffic matrix analysis and anomaly detection, and the results 
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shows the effectiveness of DW based technique in traffic matrix analysis and anomaly 

detection in practical networks 

Grane and Veiga [5] focused on anomaly detection and correction in the financial data 

and proposed a general detection and correction method based on wavelets. The 

effectiveness of the new proposal was tested by an intensive Monte Carlo study for six 

well-known volatility models. 

Since the entropy is a powerful tool for the analysis of time series and it allows 

describing the probability distributions of the possible state of a system. According to the 

idea of calculating entropy based on permutation patterns for the understanding of 

complex and chaotic systems, Zanin et al. [8] analyzed the theoretical foundations of the 

permutation entropy. 

Zhou et al. [9] provided a visual analytic tool in their work, besides calculating 

entropy-based traffic metrics. The tool also can provide coherent visual analysis that 

makes entropy-based traffic features more intuitive and helps users interpret network data 

and more quickly identify traffic anomalies. 

Apart from the above, based on SVM, Catania et al. [10] presented an approach for 

autonomous labeling of normal traffic as a way of dealing with situations where class 

distribution does not present the imbalance required for SVM algorithm. Experiments 

show that the use of the proposed approach outperforms existing SVM alternatives. 

By using the decision tree learning, Ignase et al. [11] proposed a novel scheme and 

built a system to detect and classify anomalies that are based on an elegant combination of 

frequent item-set mining with decision tree learning. They achieved good overall 

classification accuracy and a false-positive rate after evaluating their scheme using traffic 

traces from two real networks. 

Also, the analysis of the ARMA model has been studied extensively and achieves a lot 

of results. Zheng et al. [12] extended the generalized auto-regressive moving average 

(GARMA) model in such a way that the resulting ARMA model in the transformed space 

has a martingale difference sequence as its error sequence. Huang [13] developed an 

ARMA modeling method using a robust Kalman filtering. Boularouk et al. [14] and 

Bhattacharya [15] et al. presented a new approach for the optimization of ARMA model’s 

parameters’ estimation in case of different order respectively. 

 

3. ARMA Model 

ARMA [16] model is an important method in the field of time series analysis, which is 

based on the Auto-Regressive (AR) model and the Moving Average (MA) model. 

AR model uses the potential patterns of the historical data to predict how the variable 

changes in future, and its formula is as Equation (1).  

                                             (1) 

The underlying assumptions of AR model are:  is only directly related to 

 but independent of ; Furthermore,  is a white 

noise sequence, has a mean of 0. 

By using the simple smoothing forecasting techniques, ARMA can be used to predict 

the long term trend of the time series. Its basic idea is: according to the historical time 

series data, we can predict the long-term trend by calculating the average of a certain 

amount time series data in turn. Usually, we can use  to represent the ARMA 

model, which consist of an  and an , and its formula is as Equation (2).  

                  (2) 

ARMA model’s underlying assumptions are: if  is only related to  

and  but independent of  and 

, then  must be independent of  and 

. 
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4. N-ARMA Traffic Detection Model 
 

4.1. N-ARMA Model Introduction 

N-ARMA traffic anomaly detection model is based on the ARMA prediction model. 

By predicting the deviation sequence from the historical data, and then fitting the 

deviation sequence with the normal distribution, we can get the confidence intervals. The 

N and the ARMA represent the normal distribution and the auto-regressive and moving 

average model respectively. 

The network traffic characteristic is one of the important factors in network traffic 

model research. Because of the complexity and diversity of the network structure and the 

frequently sudden behavior of the network, traditional models such as Poisson model and 

Markov model are no longer suitable for the Internet traffic analysis and prediction. 

Numerous studies have shown that the actual network traffic has self-similarity, that is 

to say in the statistical sense, the actual network traffic displays a self-similarity and 

growth [17][18][19], and this is an important basis for the proposing of the N-ARMA 

model in this paper. However, the network traffic also shows an obvious periodicity, for 

example, there shows the similarity in the network traffic trends every day or every week. 

While the N-ARMA model is suitable for the stable sequence without white noises, we 

need to stabilize the traffic sequence before using the N-ARMA model. 

 

4.2. N-ARMA Model Building 

The formula of the N-ARMA traffic anomaly detection model is as follows, 

                     (3) 

where the  are parameters to be estimated, the equation 

 is the auto-regressive moving 

average equation, equation  is the anomaly detection confidence 

interval. 

In the next part, we will introduce the ARMA equation  and anomaly detection 

confidence interval equation . 

            (4) 

                                                  (5) 

 

4.1.1.  (Auto-Regressive Moving Average Equation) 

The equation’s building mainly includes five processes: stabilizing the traffic sequence, 

determining the model’s order, estimating the parameter, checking the model and 

optimizing the model. 

We use the analysis of variance (ANOVA) [20] to stabilize the traffic sequence. 

Specifically, using the  to represent the th 5min observed value of th day in one week, 

where . With the increasing of the average observed value, 

the variance also increases, but such sequences cannot be fitted by using standard normal 

distribution. Therefore, we take log of the traffic sequence firstly, and then divide the  

into four parts, as shown in Equation(6),  

                                                (6) 
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where  represents the average value of this week,  represents the difference between 

the th average value and the ,  is the difference between the average value of th day 

and ,  is the residual, and all the above should satisfy: . 

After this process, we can eliminate factor “different days in one week” and factor 

“different times in one day” from the original observed value . Obviously, we can also 

eliminate other potential factors according to different needs. 

Determining the model’s order is actually estimating the  and  of the model 

according to the ACF coefficient (autocorrelation coefficient) and the PACF coefficient 

(partial autocorrelation coefficients). The fundamental principles are shown in Table 1, 

where  and  are ACF coefficient and PACF coefficient respectively. 

Table 1. Principles in Determining Model’s Order 

  Model’s Order 

trailing  order truncation p= , q=0 

 order truncation trailing p=0, q=  

trailing trailing p= , q=  

 

In the next step, we need to estimate the unknown parameters by using the current 

observed value. There are  unknown parameters in our model: 

. 

Parameter  is the average value of the current sequence, we can estimate it by using 

moment estimation, which estimates the ensemble average with sample average,  

                                                            (7) 

After estimating , the number of unknown parameters has been reduced to , and 

we estimate them by using the least square method. 

Model checking mainly includes the significance test and the parameter test. 

Through the significance test of the model, we can judge whether it can effectively 

extract the relevant information from all the samples. The test statistic is defined as ,  

                            (8) 

If the hypothesis is rejected, it indicates that some relevant information still remain in 

the residual sequence, and the fitting model is not significant; otherwise, it is significant 

and effective. 

The main purpose of the parameter test is to exclude some inessential parameters, 

simplify the model and make the model easier to use and analyze. We judge the 

parameters mainly according to whether the parameter is significantly zero, which means 

that this parameter does not have significant impact on the dependent variable, so we can 

delete it from the model. 

The purpose of model optimization is to select the optimal one from the candidates. In 

the scope of certain requirements, there are usually multiple models which can go through 

the significance test, parameter test and effectively fit the trend of observed sequence. 

Therefore, we need a selection strategy to choose the optimal model. In this paper, we use 

the AIC [21] criterion and the SBC [22] criterion to do the optimal selection. 
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4.1.2.  (Anomaly Detection Confidence Interval Equation) 

We assume that the predicted value of traffic at time  is , while the actual value at 

that time is . By calculating the difference between the predicted value and the actual 

value, we can know whether the current traffic value is consistent with the traffic trend. 

However, because of the periodicity and randomness of the traffic, it is almost impossible 

that the predicted value will be exactly the same with the actual one. Therefore, when the 

difference between the predicted value and the actual value is within a credible range, we 

think the current traffic value is normal; otherwise it is an outlier. 
Since the  displays a randomness and fluctuating around zero, it can be considered 

that  obeys to normal distribution with the mean of 0. In this paper, we use normal 

distribution to fit our data. 

According to the principle of  in normal distribution, at least 95 percent of all the 

traffics should be the normal traffic, therefore we choose  here as the effective 

range of normal distribution, that is, , where the parameter  can be 

calculated by the predicted deviation sequence of historical data. 

 

5. Experiments and Analysis 
 

5.1. Data Preprocessing 

In this paper, we use the caching workload data of the online services for experiments. 

As shown in Figure 1, we select the average flow rate per five minutes as sample points, 

so, we have 288 points per day. The horizontal axis represents the time points, and the 

vertical axis represents the flow rate in b/s. 

 

 

Figure 1. Caching Workload 

Further, for each point we use a logarithmic scale for the flow rate and get a more 

readable and smooth curve, which is as follows. 

 

5.2. N-ARMA Model Building 

Before building the model, we firstly calculate the preprocessed traffic sequences’ 

autocorrelation coefficients and partial autocorrelation coefficients, and then do the 

stationary test and randomness test. If the sequence is not stable or is just the white noise 

sequence, we need to reconsider the preprocessing of the traffic sequence; if it is stable, 

we can get the p and q of  model according to ACF and PACF coefficients. 
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Figure 2. Logarithmic Caching Workload 

In this paper, we use the ARIMA’s statement “IDENTIFY” in SAS to do the stationary 

test and randomness test. 

Table 2 shows the result of white noise’s autocorrelation check. As shown in the table, 

p-value ( ) is smaller than 0.0001 when the  is 6, and the result indicates 

that the current sequence is not a white noise sequence. 

Table 2. Autocorrelation Check for White Noise 

To Lag Chi-Square DF Pr > ChiSq Autocorrelations 

6 1692.61 6 <.0001 0.994 0.989 0.984 0.979 0.972 0.964 

 

Figure 3 shows the result of traffic’s trend and correlation analysis. The ACF part 

indicates that the current sequence is smearing, in another word, the sequence cannot be 

attributed to zero quickly. Therefore, the current sequence is not stable. 

 

 

Figure 3. Trend and Correlation Analysis for Traffic 

Through the above analysis, we can know the current sequence is neither a white noise 

sequence nor a stable one, so the  model cannot be built here. Therefore, we need to 

stabilize the current sequence by using the first-order difference method. 
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Table 3 provides the autocorrelation check result of first-order difference processed 

white noise. It can be seen from the table that the p-value ( ) is smaller than 

0.0001 when the  is 6, the result indicates that the current sequence is not a white 

noise sequence. 

Table 3. Autocorrelation Check for White Noise (First-order Difference 
Processed) 

To Lag Chi-Square DF Pr > ChiSq Autocorrelations 

6 31.23 6 <.0001 -0.131 0.072 0.025 0.205 0.161 0.125 

 

Figure 4 provides the trend and correlation analysis of first-order difference processed 

traffic. The ACF part indicates that the current sequence can be attributed to zero quickly 

when the  is 1, so, the current sequence is stable. 

 

 

Figure 4. Trend and Correlation Analysis for Traffic (First-order Difference 
Processed) 

After the first-order difference processing, the current sequence is stable and not a 

white noise sequence now, therefore, we can build the  model. According to Figure 4, 

when the Lag is 1, the ACF of the sequence can be attributed to zero quickly, and we 

would use the  model to fit the current sequence in the next step. 

In SAS, we use the “ESTIMATE” statement of ARIMA to do the model parameters 

estimation and model checking. In this step, we verify four models from  to 

 and select two candidates which are  and  in the model checking 

process for further optimization. 

Here, we select the optimal model according to the AIC criterion and the SBC 

criterion. Table 4 shows the fitting result of  and . According to the 

contents of the criterion, the smaller the value of AIC and SBC is, the better the model 

fits. Obviously, model  has a better fitting than . 
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Table 4. (Left) and (Right) 

  
Constant Estimate -0.00014 Constant Estimate -0.00022 

Variance Estimate 0.002435 Variance Estimate 0.00236 

Std Error Estimate 0.049345 Std Error Estimate 0.048583 

AIC -908.675 AIC -916.627 

SBC -894.037 SBC -898.329 

Number of Residuals 287 Number of Residuals 287 

 

Figure 5 provides the fitting result of . The green line is the real data, and the 

red line is the predicted one. 

 

 

Figure 5. Fitting Result of  

Finally, we build the  anomaly detection confidence interval equation. By using the 

sample data, we build a normal distribution model and get the deviation distribution 

. 

According to the  formula, we get the confidence 

interval . Therefore, we can detect the outlier by verify 

whether or not its real value is in the interval of the predicted one. 

 

5.3. Outlier Detection Experiments 

In the outlier detection experiments, we compare our N-ARMA method with the 

wavelet analysis and the permutation entropy. The four datasets we used in our 

experiments are as follows: 

S1: 5 minutes granularity of traffic data for one week, 2016 points, 39 outliers. 

S2: 5 minutes granularity of traffic data for one month, 8640 points, 133 outliers. 

S3: 60 minutes granularity of traffic data for one month, 720 points, 11 outliers. 

S4: 60 minutes granularity of traffic data for half year, 4320 points, 34 outliers. 
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Table 5. Experimental Results of Wavelet Analysis, Permutation Entropy 
and N-ARMA 

Dataset Algorithm Number of 

Outliers Detected 

Number of Correct Outliers 

 

S1 

Wavelet Analysis 40 33 

Permutation 

Entropy 

46 31 

N-ARMA 40 36 

 

S2 

Wavelet Analysis 125 115 

Permutation 

Entropy 

139 113 

N-ARMA 132 121 

 

S3 

Wavelet Analysis 11 9 

Permutation 

Entropy 

14 9 

N-ARMA 10 10 

 

S4 

Wavelet Analysis 33 28 

Permutation 

Entropy 

37 29 

N-ARMA 32 31 

 

The experimental results are presented in Table 5. 

Table 6 gives the experimental result of three methods’ recall ratio and accurate ratio. 

The result indicates that N-ARMA model has a better performance (all above 90%) over 

the wavelet analysis and the permutation entropy in recall ratio and accurate ratio. On the 

other hand, the N-ARMA model is relatively easier to be implemented. In sum, the N-

ARMA model proposed in this paper is significantly effective in traffic anomaly 

detection. 

Table 6. Accurate Ratio and Recall Ratio of Wavelet Analysis, Permutation 
Entropy, and N-ARMA 

Dataset Wavelet Analysis Permutation Entropy N-ARMA 

Accurate 

Ratio 

Recall 

Ratio 

Accurate 

Ratio 

Recall 

Ratio 

Accurate 

Ratio 

Recall 

Ratio 

S1 82.5000 84.6154 67.3913 79.4872 90.0000 92.3077 

S2 92.0000 86.4661 81.2950 84.9624 91.6667 90.9774 

S3 81.8182 81.8182 64.2857 81.8182 100.000 90.9091 

S4 84.8485 82.3529 78.3784 85.2941 96.8750 91.1765 

Average 85.2917 83.8132 72.8376 82.8904 94.6354 91.3427 

 

6. Conclusions 

In this paper, we propose the N-ARMA traffic anomaly detection model and conduct 

extensive experiments. The results show that our model has a better performance in the 

accurate ratio and recall ratio than the other two models, so it is feasible to apply it to the 

traffic anomaly detection. Since this is just our first attempt to the research on traffic 

anomaly detection, there still needs more effort to improve it. 

In terms of the accuracy, we can combine our N-ARMA model with the learning 

algorithm, which can be used for outlier judgment. Also, we can do a more effective 

preprocessing of the historical data to further improve the accuracy of the anomaly 

detection. 
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In specific applications, we need to further study the performance of our model in real 

network, especially in the big data environment. 
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