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Abstract 

With the development and popularization of the Internet, the different microblog topics 

are disscussed everyday, so the microblog can product a large number of various 

topics,which can reflect  the influence of  different users  in a given topic. In the 

microblog topics,the key users of microblog topics are found by discovering the 

influential sensitive topics and calculating  the influence value of  the user,which are the 

focus of attention in the fields of microblog public opinion supervision and safety 

management. 

In order to accurately measure the influencers in the given topic and to calculate the 

user influence value, the thesis proposes the method of constructing the propagation 

network which is based on attention and forward relationship between users, and then 

proposes TDN-If algorithm by using PageRank algorithm. When we calculate the 

transition probability in propagation network by using the TDN-If algorithm, the 

information propagation is considered to measure influencers. This method can resolve 

the defects of discovering the user's influence by only using followers of this single 

indicator in the current microblog topics. The experimental results show that the TDN-If 

algorithm has important theoretical and practical value, which is better than TwitterRank 

algorithm and other influential individuals found algorithm. 

Thus, the method proposed in this paper can not only effectively solve the problem 

about discovering and persuading the key users in the sensitive topics who have 

influences and have the unique insights on the significant events, for example, which can 

provide the strong guarantee for the governments in the fight against terrorism, but also 

provide the important theory and method for the complex network community discovery, 

microblog  public opinion supervision , microblog safety management and so on. 
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1. Introduction 

With the development and popularization of the internet, every aspect of people’s lives 

has been inseparable from the network media. Many people may participate in different 

microblogs topics every day, some of which key user guide on topics played a key role. 

Finding the key user in the sensitive topic, and to ease, which has became the focus of 

public opinion regulatory authorities. 

The influencers of microblogs topic are able to provide the valuable information and 

have unique viewpoints for important events. These users are key users of the hot topics, 

which can provide support for the analysis of network public opinion by analyzing the 

characteristics of those users. In the early stages of Twitter studies, the number of 

followers is used to directly measure the user influence [1-2]. The method of 

measurement is simple, but the form is too single, which has certain deviation comparing 

to user actual influence. Some scholars have found the influential individuals based on the 

microblog network structure using PageRank [3]. Typically Topic-sensitive PageRank 

[4], which is mainly different from PageRank is that the probability of surfers random 

http://cn.bing.com/dict/search?q=unique&FORM=BDVSP6&mkt=zh-cn
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jumping to different nodes has theme selection, so surfers can change randomly the 

subjects of interested web page , it can improve the accuracy of the algorithm to some 

degree. The literature [5] which is considering comprehensively the similarity and 

network structure of the topics attention by users, and extends the PageRank algorithm, 

the TwitterRank algorithm that is a new influencer ranking method is proposed based on 

Twitter. 

From the above research, it can be seen that the information propagation features can 

reflect more visually the influencer. But the analysis and research of the influencer is 

currently less. So the thesis tries to find the key users in the topics in information 

propagation. 

 

2. Network Construction in the Information Propagation 

The topic propagation is essentially similar to the overall performance of the microblog 

information propagation, the effect of information propagation reflects directly the 

influencer. So the research of the information propagation can analyze more accurately 

the user influence. The thesis examines the influencer in the information propagation by 

considering comprehensively behavior among users and the situation of information 

forwarding. 

 

2.1 Microblog Information Propagation Mechanism 

In Twitter service, the mechanism of microblog information propagation has mainly 

two type: information pushing behavior and user forwarding behavior. If the user 

0u
releases one microblog message Mes to the user collection  ,u,uU 21 , saying that 

the message Mes is from the user 0u to U , and U  is the fans collection of user 0u . When the 

user 0u
publishes one microblog message, then the microblog will be automatically 

pushed to all fans pages of the user 0u  , which is the mechanism of microblog message 

pushing. If the user ( Uu1  ) receives the message Mes and forwards it, at the same time, 

another user ( Uv ) receives message Mes from user 1u , so the message Mes passes 

through two-stage forwarding, which is expressed as vuu 1o  . This is forwarding 

behavior of users, which reflects the radiation degree of influencer. 

The selection of the network structure affects directly the mechanism of the microblog 

information propagation, in order to describe more accurately the process of the 

information propagation, This paper about the mechanism of the microblog information 

propagation has two ways of obtaining the structure of the network, the one that is 

obtaining attention network based on the social relationship of users; the other that is 

obtaining forward network based on user behavior. 

 

2.2 Attention Network Rebuilding 

The rebuilding of attention network is described as follows: in a topic, we can firstly 

obtain the user uid involving the topic according to the microblog information about the 

topic (include “//@username” in microblog), and obtain attention list of the user 

according to the user uid, the users of the list are users of the topics collection, then the 

attention network will be obtained according to the attention relationship. 

 

2.3 Forward  Network  Rebuilding 

The rebuilding of forward network is described as follows:  

(1) if the microblog A contains "//@ microblog B", then establish an edge between 

node A and node B, that is，B->A; 

http://cn.bing.com/dict/search?q=Two&FORM=BDVSP6&mkt=zh-cn
http://cn.bing.com/dict/search?q=step&FORM=BDVSP6&mkt=zh-cn
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(2) if the microblog contains multiple "//@", indicating nested forwarding, the directed 

edges is built successively in accordance with the order of the "//@"; 

(3) The weights of B->A is the number of microblog B forwarding to microblog A in a 

topic. 

 

2.4 Information Propagation  Network  Rebuilding 

The Study is found that the user behavior is not well described by the network based on 

attention relationship. It is proposed in the thesis that forward network is mapped to the 

attention network, and the influencer is quantitatively analyzed in topic propagation 

network. Thus, according to the forward network and the attention network, the 

rebuilding of the topic propagation network is described as follows: 

input:  the attention network ),( LLL EVG , the forward network ),( FFF EVG ； 

Output：the topic propagation network ),( TTT EVG ; 

Step 1: input ),( LLL EVG and ),( FFF EVG ； 

Step 2: initialize ),( TTT EVG , set ),(),( LLLTTT EVGEVG  ; 

Step 3: an initial value n is given for the element of TE ; 

Step 4: take any node FVu  

Step 5: take any element 
m

vuFe )(   of the collection )(uOEF ; 

Step 6: if exists T

n

vuT Ee  )( ,then set n=m+n; if TVvu ,  but T

n

vuT Ee  )( ,
n

vuTe )(  is taken 

into TE ,and set n=m; if TVvu , ,u and v are taken into TV ,and 
n

vuT
e

)(  is taken into TE .then 

goto step 5, Until all the elements are traversed completely;// Breadth-first traversal 

Step 7：repeat setp4 to step6, until all the elements of FV  are traversed completely;// 

Breadth-first traversal 

Step 8：output ),( TTT EVG . 

In the Step3, the initial value of each element in TE  is not fixed, for any T)vu(T Ee  , the 

user u sends information to the page of another user v, the microblog will be forwarded 

by user v in a certain probability， the fans number of user v reflects the user's 

contribution to the propagation of the microblog, therefore, take 3
FanNumbervn  ; 

 In the Step 5, )(uOEF is a directed edges collection which is chained by the node u; 
m

vuF
e

)(  is the element of )(uOEF , m is the Weight on the edge, 
n

vuT
e

)(   is Similar, the 

more the value of N, the more the fans, the greater the contribution to the information 

propagation, the greater the influencer. 

 

3.  Calculation of Transition Probability in Information Propagation 

Network 

Definition 1: According to the topic propagation network structure, drawing on 

PageRank [6] thought, the algorithm for the influencer in the network is established, and 

the algorithm is defined as influencer discovery algorithm for information propagation 

network TDN-If (Topic Diffusion Network- Influence). 

Definition 2: In the TDN-If algorithm, a transfer matrix (matrix transition) M is 

required to describe the transfer probability between nodes. If the total number of nodes in 

the topic propagation network is n, then the matrix M is a square matrix of n×n, ijp
 

expresses the probability that the node j is transferred to the node i. 

Definition 3: Influencer can be seen as a resource, which selects randomly a node into 

the network, then walks randomly along the direction of information flow between nodes, 

repeating the process until the probability of the influencer among the nodes tends to be 

stable. The position of the influencer inside the topic propagation network is described by 

position vector V. V is a n-dimensional column vector, the component j represents the 
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probability of the influencer of the node j. For the influencer randomly selecting the node 

into the network, so the initial position vector is  Tnnnv 1,,1,10  , assuming that the 

position vector of influencer after T times transfer in the topic propagation network is 

tv
,its iterative formula is: 

 

                                                                               (1) 

 

 

The b is a fixed value, which expresses the probability of random jumps, ranging 

generally between 0.8 to 0.9, which selects 0.85 in the thesis. E is a random jump vector 

which is a unit of n-dimensional column vector. tvbM   represents that the random surfer 

choose a link from the current page to continue to browse in the probability of b. 

n

e
b)1( 

 represents that the surf jumps randomly in the probability of 1-b. 

For 1tv
 which is the i-th component in

i

ts 1 , its iterative formula is: 

 


 



n
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j

tji

i

t spb
n

b
s

1

1

1
       (2) 

Definition 4: In the topic propagation network, the weights rW  reflects the frequent 

degree of information flow between nodes. The bigger the weight is, the closer the 

interaction between nodes is, the greater the interest among nodes is, the greater the 

influence it will be, so the probability of the influencer transiting along the edge is the 

greater. Therefore, the transition probability is defined as the formula (3): 









)( jOk

kj

ij

ji
w

w
p        (3) 

The ijw   is the weight of 
w

ije  , which is the value n in the topic propagation 

network, )( jO  is the node collection of node j chained point. 

With the formula (3) substituting into formula (2), and the iterative formula of the 

influence node is as follows: 



















n

j

t
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b
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1

)(

1
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1
)(

         (4) 

 

The )(iPRt  is the influencer value of the node i after t+1 times iteration， )( jPRt  is the 

influencer value of the node j after t times iteration. The PR value of the node is 

constantly iterated by the formula (4) until it begins to converge, the convergence value 

reflects the influencer of the nodes. 
 

4 Experimental Results and Analysis 
 

4.1 Experimental Data 

(1) Experimental platform: The hardware environment of this experiment is composed 

of Windows XP SP3、 Inter(R) Core(TM)2 Duo CPU E7400 @2.80GHz and 2GB 

memory. 

(2) Experimental data: Microblog related information is obtained with the help of the 

corresponding API interface which are provided by Sina Weibo. With the help of the 

corresponding API interface, ten kinds of hot topic microblog data in Sina Weibo are 

n

e
bvbMv tt )1(1 
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obtained, including user related properties, user microblog information, user behavior, 

etc. 

 

4.2 Evaluation Indicator 

Definition 5: Because the actual influencer of the microblog user is difficult to analyze 

precisely [7], accuracy and recall of TDN-If algorithm is verified crossly by a variety of 

algorithms in the thesis.  

Definition 6: The comparison between several influencer mining algorithms and the 

algorithm presented in the thesis is as follows: 

(1)RepostRank algorithm, the influencer in the forward network which is formed by 

relying on forward relationships, is discovered by PageRank algorithm. 

(2) TwitterRank, et al., [8] proposed Weng algorithm, when computing the transition 

probabilities, the algorithm considers the topic similarity and user activity among users , 

but the jump probability of the surfer remains fixed, so the algorithm is not effective in 

dealing with the “acquisition trap”;  

(3) In-degree algorithm, which relies on the number of the user followers to measure 

influencer, this algorithm is currently used in Twittter and other third party services, such 

as twitterholic.com, wefollow.com; 

(4) TweetNum algorithm, which relies on the number of posts to measure user 

influencer; 

(5) TDN-If algorithm, which is influencer discovery algorithm. 

In the experiment, the method of cross-validation is adopted, that is, a variety of (N) 

algorithms are considered the correct results as the reference results. For example,  given 

four kinds of algorithms : A, B,C,D, obtained Top K influencer collections : AI ， BI ， CI

， DI , it is assumed that the two algorithms are considered the correct results as the 

reference results, the influencer reference standard collection is defined as shown in the 

formula (5): 

)()()(

)()()(2

DCDBCB

DACABA

IIIIII

IIIIIII




                                                        (5)     

The P( precious) Can reflect the real situation of the influencer in the micro-blog, that 

is, the accuracy of the discovery for the influencer discovery  by  A, algorithm, which is 

defined as shown in the formula (6): 

A

A

A
I

II
P

2
         (6) 

The R(recall) can reflect the degree of the discovery for the influencer in the micro-

blog. that is, the recall of the influencer discovery in the algorithm A, which is defined as 

shown in the formula (7): 

2

2

I

II
R

A

A


                         (7) 

The F1 can consider the accuracy and recall, which can reflect the overall accuracy of 

the algorithm and the degree of the recall. The F1 of the influencer discovery in the 

algorithm A, which is defined as shown in the formula (8): 

          
)(

*)1(
1

2

2
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RP
F









       (8) 

F1 is the most common value, when a=1, which is selected in this paper. 
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4.3 Experimental Result 
 

4.3.1 Accuracy Verification 

According to the above five kinds of algorithms, the Top 10, Top 20, Top 50, Top 100 

influencer in each topic are acquired. For the N=2, 3, 4, selecting Top 10, Top 20, Top 50, 

Top 100 in each topic ,the average accuracy of influencer mining algorithm are shown in 

Figure 1, X axis represents 10 kinds of different topics. 

 

Figure 1. The Average Accuracy of Five Kinds of Algorithms in All Rankings 

Experimental results show that, when n = 2, 3, 4, the accuracy of TDN-If algorithm is 

relatively high in most of the topics, TweetNum algorithm has the lowest accuracy. This 

is because that TweetNum only considers the publishing number of Twitter users, without 

considering the quality of microblogs, therefore, the accuracy of discovering influencer is 

not high. And TDN-If is according to the forwarding relationships of information and 

attention relationships of user to find influential individuals, not only considers the 

microblog quality (the forwarding number of microblog daily) ,but also considers the 

influence of fans, so influencers discovered are more accurate and closer to the actual 

situation . 

Experimental results also show that, in each topic, with the increase of N, which is the 

number of cross validation reference standard, the accurate is decreased. This is due to 

the increase of the standard reference number N, the elements of the influence reference 

standard collection NI  become smaller, then the elements of the collection NA II   is 

decreased, so that the accuracy of the algorithm is reduced; The experimental results also 

show that when N=3, the accuracy of five kinds of algorithms is obvious, and the 

experimental results are the best. If N is too low, the elements of the influence standard 

reference collection NI  will be more, the accuracy may be higher than the actual situation; 

If N is too high, the elements of the influence standard reference collection NI  will be less, 

then lead to be basically same between each algorithm and the conjunctional elements of 

the standard reference collection NI , so the accuracy is not obvious. 

 

4.3.2 Recall Verification 

Also the Top 10, Top 20, Top 50, Top 100 influencer in each topic are acquired. For 

the N=2, 3, 4, selecting Top 10, Top 20, Top 50, Top 100 in each topic ,the average recall 

of influencer mining algorithm are shown in Figure 2. 

Experimental results show that, when N=2, 3, 4, TDN-If algorithm has a high recall in 

most of the topics. Experimental results show that, with the increase of N, recall is 

increasing. This is due to the increase of N, the element of the influence reference 
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standard collection NI  is reduced, that is, the number of the influencer referenced is 

reduced, then the more influencers will be found, so the recall will be higher. 

Experimental results also show that, when N=3, the distinction for the recall of each 

algorithm is greater, and the experimental results are the best. If N is too small (N=2), the 

elements of the collection NI
 become more and more, which makes the elements of NA II   

basically consistent, so that the recall rate is not large. 

 

Figure 2. The Average Recall of Algorithms in All Rankings 

4.3.3 F1 Verification 

Also the Top 10, Top 20, Top 50, Top 100 influencer in each topic are acquired. For 

the N=2, 3, 4, selecting Top 10, Top 20, Top 50, Top 100 in each topic ,the average F1 of 

influencer mining algorithm are shown in Figure 3. 

 

Figure 3. The Average F1 of Five Kinds of Algorithms in All Rankings 

Experimental results show that, when N=2, 3, 4, the F1 value of TDN-If algorithm in 

most of the topics are higher, which reflects the overall performance of the algorithm. 

From the graph, it can be seen that when N=3, the overall performance of the algorithm is 

obvious, and the experimental results are the best. 
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5. Conclusion 

The user's attention behavior and forwarding behavior are the main way of the 

microblogs information propagation. In this paper, the forwarding network is mapped to 

the attention network, which is good to solve the problem that user social relations can not 

accurately describe the way of the information propagation. The TDN-If algorithm is 

proposed to calculate the user influence based on the PageRank algorithm, which has 

higher accuracy and recall comparing with the RepostRank, In-degree, TweetRank and 

TweetNum algorithm. In this paper, the accuracy and the effectiveness of the algorithm 

are considered, and the performance optimization of the algorithm will be further 

discussed and studied by the application of parallel computing technology in the 

processing of microblogs big data. 
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