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Abstract 

Automatic gender classification of an individual can be very useful in video-based 

surveillance systems and human-computer interaction systems. Currently, gait from a 

single viewpoint has been used to recognize the gender of a person. Considering the 

multiple cameras used in real environments, we investigate gender classification from 

human gait by using multi-view fusion, a relatively understudied problem. In this paper, 

we present a new approach to integrate information from multi-view gait at the feature 

level. First, gait energy images (GEI) are constructed from the video streams for different 

viewpoints. Then, the feature fusion is performed by putting GEI images and camera 

views together to generate a third-order tensor (x, y, view). A multi-linear principal 

component analysis (MPCA) is employed to reduce dimensionality of the tensor objects 

which integrate all views. The proposed fusion scheme is tested on CASIA database and 

compared with other fusion methods. The experimental results show that MPCA based 

feature fusion is quite effective for multi-view gait based gender classification. 

 

Keywords: Gait, Gender recognition, Multi-view fusion 

 

1. Introduction 

Gait is the manner of walking as defined in Webster's New Collegiate Dictionary. 

However, human gait is more than that: it is an identifying feature of a person that is 

determined by the weight, limbs length, and habitual posture. Hence, it is reasonable 

to use gait as a biometric measure to recognize known people or determine the 

gender of an individual. Human walking patterns contain informative and stylistic 

variations. Even from moving light displays (MLD), people can recognize the 

gender of walkers [1-4] or identify a person [5-6]. 

Gender classification is an important visual task for human beings since a typical 

social category is gender. Automatic gender classification is helpful in many 

applications, such as security and surveillance in public areas and customer analys is 

for commercial purposes. Human faces are commonly used for the determination of 

a person's gender. This problem has been studied on large datasets recently [12-14]. 

However, in many real-world video surveillance systems, it is hard to capture face 

information at a high enough resolution if the person is far away from the camera. 

This will lead to an unreliable identification of the gender of a person. In these 

situations, human gait can provide an alternative cue because it is easy to be 

detected and measured at a distance. This biometric modality also has the 

advantages of being non-contact and non-invasive. 

There exists several computer vision systems developed for gait based gender 

recognition [16-19]. However, these systems depend on only the side view and are 

susceptible to viewing angle variation. Therefore, to develop a robust and accurate 

gender classification system based on gait has become an important challenge and 

research direction. This paper proposes a new approach which integrates multi-view 
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gait sequences to carry out gender classification. This approach can be used in 

practice conveniently because in many surveillance environments there are multiple 

cameras fixed at different viewpoints, which makes it possible to acquire gait 

sequences from multi-view directions. 

In this work, features are obtained using gait energy image (GEI) from each view 

separately. For the fusion of multiple views at the feature level, we augment the 

dimension of sample space by taking camera views into account. Given the GEI of 

size m-by-n and the number of different camera views c, the original feature point in 

the sample space becomes a tensor object of size m-by-n-by-c. Then, in this 

augmented sample space, a feature extraction method called multi -linear principal 

component analysis (MPCA) [7] is implemented. The proposed fusion scheme is 

tested on CASIA Gait Dataset B [26] which contains eleven different camera views. 

The rest of the paper is organized as follows. Section 2 introduces related work 

on gait based gender classification and multi-view gait fusion. Section 3 describes 

the details of the proposed approach and some other fusion methods to be compared. 

In Section 4, testing experiments are presented and the experimental results are 

compared and discussed. Section 5 concludes the paper. 

 

2. Related Work 

The study of recognizing gender from human gait begins with the attention on 

moving light displays (MLD), since point-light displays provide an ideal way to 

study the contribution of motion to the perception of biological movements [9]. An 

experiment on a small database which contains 6 walkers (3 females and 3 males) of 

approximately the same height and weight is described in [3]. It is demonstrated that 

human observers can discriminate the gender of walkers shown in side view with a 

performance of 63% correct recognition. Temporal and spatial factors are explored 

in a further study [1]. 

Pattern recognition approaches were developed for gait based gender 

classification in the late 1990s. In [10], a two-stage PCA framework is proposed to 

transform human walking data into a representation that allows such data to be 

applied to simple linear classification methods from statistics and pattern 

recognition. The dataset used in [10] consisted of three-dimensional motion-capture 

trajectories of 40 walkers (20 females and 20 males). In [15], a three-mode 

expressive-feature model for recognizing gender from point-light displays is 

presented and tested on the same dataset mentioned above. This method factored 

prototype female and male walkers into their three-mode principal components and 

learned the expressive feature weights from training data automatically. A 95.5% 

accuracy achieved in [15] shows that automatic gait-based gender classification is 

feasible. 

However, the aforementioned studies can hardly be applied in surveillance 

systems because it is unreasonable to attach retro-reflective markers to the body of a 

walker in real applications. So, video based approaches have been developed in 

recent years when the computer speed on processing image sequences became high 

enough. But, most researchers focus on human identification from gait video 

sequences. The problem of gender classification from human gait remains relatively 

unstudied although there are some studies appearing in [16-19]. 

In [16], a new gait appearance representation is proposed by proportionally 

dividing the silhouette into seven regions. For each of them, an ellipse is fitted and 

several parameters related to the ellipses are taken as features. These featu res are 

applied to gender classification and experiments are done on a small gait database 

(10 females and 14 males). A recognition rate of 84.5% is achieved under random-

person test condition. Yoo et al. use a sequential set of 2D stick figures to represent 
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the gait signature [17]. Both SVM and neural networks are employed to carry out 

gender classification. The results show that SVM outperforms neural networks for 

the given task. The best recognition rate from a gait database including 84 males 

and 16 females reaches 96% under random-sequence test condition. The random-

sequence test means the sequences from the same person, though not the same 

sequences, are in both the training and the testing data. In [18], Li et al. separate the 

averaged gait silhouette image into seven components and study the effectiveness of 

these components for human gender recognition. Their experiments show that two 

components, the trunk and the front-leg are usually important for gender recognition. 

In [19], Yu et al. conduct a more reasonable segmentation on human gait silhouette 

and assign different weights to different components according to a priori 

psychological experiment when classifying one's gender. 

The aforementioned experiments on recognizing gender are implemented using a 

side view presentation of the walkers to observers. In recent years, multi -view gait 

recognition has been studied and the fusion of multi-view gait sequences generates 

improved results [11, 21]. In this work, we develop such fusion methods for gender 

classification. Wang et al. [11] present a fusion scheme of multi-view gait 

sequences. They used CASIA gait database (Dataset B) acquired at eleven different 

views. Dempster-Shafer rule used at the decision level produced a great 

improvement in comparison with single view based gait recognition. In [21] Huang 

et al. calculate the weights of each individual view by minimizing the probability of 

inaccurate classification and use these different weights to sum the distances 

between the test subject and the reference subject for each view. They used CMU 

MoBo database and chose five out of six available viewing directions.  

A multi-view fusion system for gait based gender classification is first presented 

in [22]. The front-view, back-view and side-view were combined and the feature 

extraction method proposed in [16] was applied to these viewpoints. The fusion was 

implemented at the score level using sum rule and it achieved a better performance 

than any of the three single views. Actually, the CASIA gait database (Dataset B) 

used in [22] includes eleven different camera views. But the gait representation 

proposed in [16] is not appropriate to be applied to other inclined viewing angles 

because the human body doesn't look symmetric for these angles. 

 

3. Technical Approach 

We use the fusion scheme at the feature level proposed in our previous work [26] 

to carry out gender classification with multi-view gait. Gait energy image (GEI) is 

first constructed from video sequences as the gait template for each camera view. 

Assume that the size of GEI is m-by-n and the number of available camera views is 

c. Then a tensor object, (x, y, view), of size m-by-n-by-c can be rendered by putting 

GEI images from all the views together. Multi-linear principal component analysis 

(MPCA) is employed to extract synthetic features from this tensor space and 

subsequently, the feature fusion is implemented. Figure 1 illustrates this fusion 

system. 

 

 

Figure 1. The Proposed Feature Level Fusion System 
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3.1. GEI Construction 

As summarized in [20], there are many approaches to extract gait features from 

the side view (90
0
) by using the silhouette or designing a model. We need a 

representation that can be generalized to other view angles while characterizing gait 

effectively. Gait energy image (GEI) is an effective representation of gait proposed 

by Han and Bhanu [23]. It reflects both static stance information of silhouettes and 

dynamic shape changing information over a gait cycle. Yu et al. [8] use it for eleven 

different views in CASIA gait database (Dataset B) to evaluate the effect of viewing 

angle variation on gait recognition. Moreover, GEI of side view is used to classify 

gender in [18-19]. 

In this work we also take GEI as the representation of gait to test the performance 

of recognizing the gender of an individual by fusing multi-view gait. In order to 

construct GEI, several steps are required: (a) Silhouette extraction. The binary 

silhouettes are extracted from original walking videos by means of the technique of 

background subtraction. We use the mean value of multiple frames to update the 

background. (b) Normalization. It includes scaling the foreground regions to the 

same height while keeping the ratio of their height to width and moving them to the 

center of silhouette images. (c) Detection of gait period. We use the approach 

proposed in [24] to estimate gait periodicity, Ngait. We count the number of 

foreground pixels in the bottom half of the silhouette in each frame overtime, Nf(t). 

This number reaches the maximum when the two legs are farthest apart and drop to 

a minimum when the legs overlap. But a problem with this strategy is that there 

exists some noise in the signal Nf(t), as shown in Figure 2(a). Hence, we use the 

autocorrelation technique to remove noise and estimate the length of a gait cycle 

accurately. 

We identify the gait cycle length Ngait by calculating the autocorrelation Rw[m] of 

the signal w(t) which is derived from Nf(t) by subtracting its mean value and dividing 

by its range. It is expressed as: 

( ) ( ( ))
( )

m a x ( ( )) m in ( ( ))

f f

f f

N t m e a n N t
w t

N t N t





                                                      (1) 

The autocorrelation of w(t) is defined as: 

[ ] { ( ) ( )}
w

R m E w t w t m                                                            (2) 

Where E{} denotes the expectation operator. The cycle length Ngait is calculated 

as the smallest m, other than m=0, at which there is a local maximum of Rw[m]. As 

shown in Figure 2(b), the determination of Ngait from the autocorrelation function is 

unambiguous despite of the noisy original sequence. 

 

 

(a) 
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(b) 

This method of detecting gait period works well for the gait sequences from the 

view of 90
0
 according to our experiments, since the movement of the two legs can 

be captured quite clearly for this view. An example of gait sequences from different 

views is shown with normalized silhouette images in Figure 3. Because the cameras 

record human walking simultaneously in our database, the values of Ngait for 

different camera views are the same for one walk. The frame number labels obtained 

from the original videos are used to synchronize the starting frame of a gait cycle 

for all the views in one walk. We extract one cycle of frames from the synchronized 

silhouettes for each camera view and the grey-level gait energy image (GEI) for 

each view can be calculated as: 

1

1
( , ) ( , )

g a it
N

t

tg a it

G x y B x y
N 

                                                             (3) 

 

Figure 3. Examples of Normalized and Centered Silhouette Frames from 
different Views for One Walk. The Leftmost Column Lists the Degrees of 
Viewing Angles. The Rightmost Image in each Row is the Corresponding 

Gait Energy Image (GEI) 

Where Bt(x, y) is the silhouette image at time t in a gait period. Figure 3 shows 

some silhouette samples within a gait cycle from different views in our database and 

the right-most images are the corresponding GEIs. As can be seen, GEI contains 

spatio-temporal information of a gait period in a compact way, no matter what the 

view angle is. 
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3.2. Fusing Multi-View Gait 

The fusion scheme used in this paper is at the feature level. It treats all the GEIs 

from different camera views as a data sample, which is a third-order tensor. The 

spatial row space and column space of GEI as well as camera view space account 

for the three modes. 

GEIs are derived from a gait cycle as described above. We construct  GEIs for all 

the different views as illustrated in Figure 3. Considering a walk recorded by 

cameras from different view angles simultaneously, we pick one gait cycle in this 

walk and obtain the corresponding GEIs for all views. A multi -view fusion is 

realized at the feature level when concatenating these two-dimensional GEIs in a 

three-dimensional space. Hence, we get the new integrated data samples in a third -

order tensor space as shown in Figure 4. 

 

 

Figure 4. Illustration of GEIs from Multiple Views as a Third-Order Tensor 

3.3. Feature Learning Using MPCA 

Multi-linear principal component analysis (MPCA) is a direct extension of 

principal component analysis (PCA) to the multi-linear case. A MPCA framework is 

proposed in [7] for feature selection from tensor objects. The input data samples are 

centered as in PCA, the projection is orthonormal and the projected feature is a 

tensor of the same order as the data samples with reduced dimension. 

The basic idea of multi-linear PCA formulation follows the classical PCA 

paradigm. Given M training tensor samples  1 2
, , ...,

M
    from an N-order dataset, 

compute its mode-N mean ( )N
 . Mode denotes a dimension in the data space. The 

last mode is defined to indicate how many samples are there in a dataset. The 

training data is centered by subtracting ( )N
  from each tensor sample. Let 

c
  

denote the centered training samples. It can be decomposed using higher -order 

singular value decomposition (HOSVD) as: 

(1 ) ( 2 ) ( )
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N

c
S U U U                                                              (4) 
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n

i
S


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n

i
S
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, 
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U  is an orthogonal 

n n
I I  matrix. 

As in singular value decomposition (SVD) truncation for PCA, the HOSVD of 
c

  

is truncated by keeping in the first 
n

R  columns for the basis matrix ( )n
U  in each 

mode n to produce ( )n
U . The tensor projection using the collection of these 

1
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basis matrix is expressed as: 
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Where T is the matrix transpose operator. Some examples of basis matrix 

generated CASIA gait database (Dataset B) are shown in Figure 11. 

MPCA is an effective approach to deal with tensor data. In this paper, we apply it 

to reduce dimensionality of the tensor samples constructed from multiple views. The 

output of MPCA is the feature set that is fused from multi-view gait. 

 

3.4. Related Fusion Schemes 

In this paper, we also compare the proposed feature level fusion scheme with the 

related fusion schemes at the decision level described in [25, 27]. 

Three fusion strategies are used in [25]. The first is the voting rule which gives 

the final decision according to the majority of votes. The second is the weighted 

voting rule which is actually a variant of the voting rule. Each classifier is assigned 

an individual weight before voting. The last is the Bayes combination rule. Bayes 

formula shows how to calculate the posteriori probability of an observation when 

the prior probabilities and the conditional densities are known. In our case, ( )
m ij

P v  

denotes the probability that the i-th person is classified as male from the j-th 

classifier. It can be defined as: 

( )
m

m ij

t

N
P v

N
                                                                         (6) 

Where 
m

N  is the number of votes on male and 
t

N  is the number of total votes. 

Likewise, ( )
f ij

P v  denotes the probability being classified as female. Then, the 

fusion method can result in the probability 
i

m
p  of recognizing a walker as a male 

with an expression based on Bayes formula: 

( ) ( )

( ) ( ) ( ) ( )
i

m ijj

m

m ij f i jj j

P m P v

p
P m P v P f P v






 
                                                (7) 

Where ( )P m  is the percent that male subjects take in the database and ( )P f  is 

the percent of females. They are the prior probabilities of the two classes. 
j  

denotes summing up the results from all the classifiers. 

 

4. Experiments 
 

4.1. Database 

The CASIA gait database (Dataset B) [26] is a large multi-view database for gait 

analysis which includes 93 males and 31 females. All of the 31 females are from 

East Asia. This database is used for the study of gender classification in [19, 22]. 

There are eleven different camera views in this database. For each viewpoint, there 

are six video sequences per person. We selected 31 males randomly to match the 

total number of females in our experiments as in the case in [19]. All of the subjects 

we selected from this database are East Asians. 

 

4.2. Experimental Results 

We performed the MPCA-based feature fusion scheme and compared the results 

with single-view based gender classification results and decision-level fusion 

(mentioned in Section 3.4) results respectively. 
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We use all the 31 females and randomly select 31 males from CASIA Gait 

Dataset B for this experiment as [19]. There are eleven different camera views in the 

database. All of these subjects we select are East Asian. Each of them has six walks 

used in the experiments. For each walk, we have eleven video sequences with 

different view angles. We select a gait cycle and construct a GEI from every  video 

sequence. A tensor object is generated from a given walk by combining these eleven 

GEIs as mentioned before. Totally, we have 31 2 6 372    tensor samples and the 

size of each sample is 155 100 11  . We divide these samples into 31 groups. Each 

group consists of the entire data from a male subject and a female subject. We take 

one group in turn as testing data and the remaining as training data. So, it iterates 31 

times and we report the average correct classification rate (CCR) of these 31 groups 

as the final result. 

 

  

(a)                                                       (b)  

 

(c) 

Figure 5. (a) 1-Mode Projection Matrix, (b) 2-Mode Projection Matrix, (c) 3-
Mode Projection Matrix 

During each time of iteration, there are 30 2 6 360    tensor samples in training 

data and MPCA is applied to extract features. In order to avoid the error of out of 

memory, we down sample GEI images to reduce the size of tensor samples to  

47 30 11  . Take one iteration as an example to show the parameters here. The 

number of eigenvectors kept in each mode is: P1=17, P2=13, and P3=9, determined 

by setting (1 ) ( 2 ) ( 3 )
0 .9 7Q Q Q Q    , which captures approximately 92% of the 

total variations of training data in the projected tensor subspace. For other iterations, 

the value of Q  doesn't change but the number of eigenvectors kept has slight 

differences because the training data is different for each iteration. In Figure 5, we 

illustrate the multi-linear projection matrices in one iteration. 
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Figure 6. CCR Versus MPCA Dimensionality Reduction for Different SVM 
Kernels 

 

Figure 7. CCR Versus MPCA Dimensionality Reduction for Different 
Methods 

For each iteration, the projected feature is a third-order tensor. Take the first 

iteration as an example. The size of the tensor is 17 13 9  . We rearrange it into a 

feature vector of size 1,989 which is sorted in a descending order of class 

discriminability. As this problem of classification is supervised, the class 

discriminating power is defined to be the ratio of the between-class scatter over the 

within-class scatter. We consider support vector machines (SVM) as the classifier. 

The classification performance varies with the dimensionality of the MPCA feature 

vector as shown in Figure 6. Figure 6 also illustrates the CCRs for different SVM 

kernels. We use the 2nd degree polynomial kernel and set the radius width with 4 for 

RBF kernel. These values are the best with around zero training loss. The size of 

feature vector, k, starts from 20 because the results do not converge when k is less 

than 20 in our experiments. 

It is observed that the linear kernel performs much better than polynomial kernel 

and RBF kernel. This shows that the distinction between genders is consistent with a 

linear boundary. So we carry out further experiments with linear discriminant 

analysis (LDA) to confirm this inference. Euclidean distance based nearest -neighbor 

classifier is used to determine the gender of a testing subject. In Figure 7 we 

compare the results from LDA and SVM with linear kernel. It shows that these two 

methods can reach a similar performance for gender classification. SVM with linear 

kernel achieves the best CCR at a smaller k than LDA. Also, it performs slightly 

better than LDA as illustrated in Figure 7. Therefore, we choose SVM with linear 

kernel as the classifier in other experiments. 

From Figure 6 and Figure 7, it can be observed that the best CCR for SVM is 

98.1%, which indicates that the proposed fusion scheme at the feature level works 

well. The results from the single views are listed in Table 1 and compared with the 

best CCR from the proposed fusion scheme. PCA is used to reduce the dimension of 
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GEI for any individual view. We select 90% of the total cumulative energy of 

eigenvectors empirically. The classification results are obtained by SVM with linear 

kernel. The improved result by this proposed fusion scheme is shown in the bottom 

row of Table 1. It is much better than the results from single views. From Table 1, it 

is also shown that the CCR at the viewing angle of 90
0
 is the best, indicating the 

side view is the most discriminative for GEI based gender classification.  

Table 1. Result of Gender Recognition Using SVM with Linear Kernel 

Viewing angle CCR  

0
0

 72.3% 

18
0
 73.4% 

36
0
 76.4% 

54
0
 91.7% 

72
0
 93.0% 

90
0
 94.8% 

108
0
 92.1% 

126
0
 84.3% 

144
0
 78.1% 

162
0
 75.6% 

180
0
 74.2% 

Fusion of all views 98.1% 

 

Next, we performed the fusion strategies mentioned in Section 3.4 on the same 

dataset (31 females and 31 males). For the decision level fusion, every single view 

is taken as a classifier. We firstly obtain the classification results from each view as 

done above. Then, for the voting rule, every single view corresponds to one vote in 

one given walk. For the weighted voting rule, the CCRs of single views listed in 

Table 1 are used as the weights. For Bayes combination rule, the P(m) and P(f) have 

the same value of 0.5, since the numbers of male and female subjects are equal. In 

Table 2 we list the experimental results obtained with different fusion schemes. The 

proposed MPCA based feature fusion gives the best performance. 

Table 2. Correct Classification Rate for different Fusion Schemes 

Decision level  Feature level 

Voting rule 
Weighted 

voting rule 

Bayes 

combination 

rule 

MPCA-based feature 

fusion 

96.5% 96.5% 96.8% 98.1% 

 

4.3. Comparison with Other Related Work 

In [22], Huang and Wang use the gait representation proposed in [16] and design 

a fusion of three views at the score level for gender classification. The dataset used 

in [22] includes 30 males and 30 females selected from CASIA gait database 

(Dataset B). In [19], Yu et al. divide GEI into five parts and assign different weights 

for each part. The experiments are carried out on a dataset of 31 males and 31 

females selected from CASIA gait database (Dataset B). They also implement the 

method proposed in [18] on the same dataset. Both of them use only the side view. 
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The existing gait based gender classification techniques are listed in Table 3 for 

comparison. It can be seen that our proposed fusion method outperforms the others.  

Table 3. Results of Different Methods 

 Database  

Method Number of subjects View angles CCR 

Proposed in [16] 
14 males and 10 

females 
90

0
 84.5% 

Proposed in [22] 
30 males and 30 

females 
0

0
, 90

0
, 180

0
 89.5% 

Proposed in [18] 
31 males and 31 

females 
90

0
 93.2% 

Proposed in [19] 
31 males and 31 

females 
90

0
 95.9% 

Proposed in this paper 
31 males and 31 

females 

0
0
, 18

0
, 36

0
, …, 

90
0
, …, 162

0
, 180

0
 

98.1% 

 

4.4. Discussion 

The MPCA based multi-view fusion scheme concatenates GEIs of different views 

in a third-order tensor space. A requirement is that the frames from different camera 

views should be synchronized with time before calculating GEI. In this multi -view 

fusion, we integrate the stances captured by cameras from different view angles at 

the same time. The GEI is actually the averaged stance of a gait cycle. Therefore, 

the synchronization ensures the reasonableness and correctness of our proposed 

fusion scheme at the feature level. The experimental results show that the proposed 

feature fusion performs better than any single view and decision fusion.  

 

5. Conclusion 

In this paper, we introduce a multi-view fusion at the feature level for gait based 

gender classification. In this fusion scheme, the camera views are handled in a new 

way. By adding camera viewpoint to GEI image space, we generate third-order 

tensor samples in which different view angles are integrated. MPCA is then used to 

extract features from tensor objects. The experimental results show the improved 

performance of the proposed fusion scheme compared with single views and 

decision fusion schemes. 

The fusion of multi-view gait is feasible and promising in real world applications. 

In public security environment, more and more cameras are put into surveillance 

systems. In such environment, many gait videos can be recorded from different 

camera views for gender classification or individual recognition. Gender is one of 

the important soft biometric traits. It can provide necessary information such as 

identifying a criminal suspect or counting customers of different genders for 

preferences of a store or a new product. Hence, the study of gender classification 

based on fusion of multi-view gait is definitely valuable for real world applications. 

It can be utilized as long as there is a surveillance system in a specific area.  
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