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Abstract 

An efficient load balancing algorithm in the field of cloud computing is absolutely 

essential in order to have a cloud network with graceful performance satisfying user 

expectation. Inspite of the existence of handful lightly loaded data centers, numerous 

heavily overloaded data centers may lead to a performance degradation of overall cloud 

network. Proper workload distribution may improve the overall performance of the cloud 

system. Now a day’s eminent cloud division rules are highly demanding algorithm for 

distributing workloads among various cloud server nodes deployed in cloud-enabled data 

centers scattered over the geographical regions. For the researcher, cloud division rule 

and optimal cloud server node searching are the most demanding jobs in load balancing 

leading towards more efficient cloud network and improve users’ satisfaction. This paper 

presents an expeditious cloud division rule based on geographical location of the cloud-

enabled data centers distributed over earth surface and builds a two-dimensional space 

partition k-d tree to partition them in order to search intended cloud server node 

efficiently. Our proposed organization scheme can be utilized for active monitoring load 

balancing algorithm to improve the resource utilization for high performance in present 

cloud computing environment. 
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1. Introduction 

Cloud computing egresses as a new epitome of wide scale parallel and distributed 

computing in present IT world. Its revolutionary computing model assures increased 

flexibility, scalability and reliability with decreased operational and support cost as 

a utility. It counts the uncountable likes of business entrepreneurs and individuals 

by changing the dimension of conventional parallel and distributed computing. 

Cloud is a shared pool of configurable heterogeneous resources (e.g., networks, 

servers, storage, applications, and services) and mesh of vast on-demand 

infrastructure. Infrastructure not only refers to the application delivered to the end 

users as services pay-as-you-say-manner over the internet but also to the hardware 

and system software required for providing end users’ required services. 

Computation in cloud encompasses maximum resource utilization with higher 

availability at minimized cost. 

A cloud network consists of several distributed servers deployed in 

geographically dispersed cloud-enabled data center which is referred as cloud node 

in this context. All cloud nodes can be totally demarcated over the earth surface 

with respect to their geographic coordinate such that each of them can be 

represented by an ordered tuple of latitude and longitude respectively. As user 

request pattern is uncertain and cloud nodes differ in their current working status, 
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load balancing is a key phenomenon for improving overall system performance and 

greater stability of cloud system. Load balancing is the process of distributing  the 

work load among various cloud nodes of a cloud system for ameliorating both 

resource utilization and job response time while minimizing the over loaded cloud 

node counts [1]. Load balancing is a challenging task for the researchers to optimize 

resource utilization, maximizing the system throughput, minimize response time to 

avoid the inconvenient situation of the cloud system. Typically load balancing 

algorithms can be of two types, static and dynamic algorithms. In case of static load 

balancing algorithm prior knowledge of the cloud system is needed and does not 

depend on the current cloud system status. On the other hand, dynamic load 

balancing algorithm is based on the current cloud system status and its’ performance 

is better than the static algorithm [1]. A suitable cloud division rule may smooth the 

task of load balancing expeditiously.  In this article our goal is to develop a novel 

cloud division rule over public cloud, consists of numerous cloud nodes, based on 

the geographical coordinates that can be used to dynamically distribute the 

workload among cloud nodes [1, 2]. Formulating this efficient cloud division rule 

phenomenon, a concept of space partitioning data structure in a two-dimensional 

space for organizing cloud nodes over the earth surface is introduced. This proposed 

cloud division rule logically partitions cloud nodes over the earth surface that can be 

used to simplify the different load balancing approaches based on cloud division 

rule. In cloud system an index table containing necessary information of all 

registered cloud node is maintained. When a cloud system comprises of numerous 

number of cloud nodes, then it is a time consuming procedure to search an intended 

cloud node from that index table. Usage of our proposed organizing structure could 

lead to lesser time consuming searching procedure. So the task of assigning a new 

arrival job using efficient load balancing approach to proper cloud node in the cloud 

system could be handled in more effective way.  

 

2. Related Works 

In this section few literatures that substantiate the importance of load balancing 

and cloud division rules are discussed. Ram Prasad Padhy and P Goutam Prasad Rao 

talked about the fundamental concepts of cloud computing and different load 

balancing approaches in cloud computing system to achieve maximum resource 

utilization [3]. Gaochao Xu, Junjie Pang and Xiaodong Fu have proposed load 

balancing model based on cloud partitioning in order to design public cloud model 

with better performance. P. Jamuna and R. Anand Kumar have introduced an 

optimized cloud partitioning technique for simplifying load balancing based on 

cloud clustering technique [4]. In [5 - 11] various authors explained various load 

balancing algorithms which deal with different load balancing problems in cloud 

environment which are used to distribute their workload over multiple cloud nodes 

in order to achieve their objective, i.e. the maximizing the system throughput, to 

avoid the overloading. Good load balancing makes cloud computing more efficient 

and also improves user satisfaction [12]. Thus formulation of a good cloud partition 

rule helps innovative load balancing approaches to reach towards an efficient and 

powerful cloud system. Idea of our proposed system model is to construct a two-

dimensional space partitioning tree that could enable dynamically balancing the 

cloud workloads among the cloud nodes with different load degree (ideal, normal or 

overloaded).  

Section 3 exposits our proposed cloud division rule using the concept of k-d tree 

for partitioning cloud-enabled data center over the earth surface and section 4 



International Journal of Database Theory and Application  

Vol.8, No.3 (2015) 

 

 

Copyright ⓒ 2015 SERSC  71 

encloses a conceptual example of our proposed cloud system organization. At long 

last conclusion is explained in section 5.  

 

3. Our Proposed Cloud Division Methodology 

A k-d tree is a space partitioning data structure that organizes points eminently in a k-

dimensional space. k-d trees are a special case of binary space partitioning trees that is 

useful for searches involving multidimensional search key such as nearest neighbor 

search. A cloud node in a cluster may be far from other nodes or cluster in same 

geographic region may still far apart. So a detailed cloud division methodology needs to 

be formed in such a manner that an intended cloud node can be accessed very efficiently. 

Thus formulation of such cloud division rule results in a hierarchical structure that can be 

implemented using k-d tree is a novel idea.   

Each cloud node can be represented using their geographic coordinates (i.e. 

latitude and longitude) over the earth surface. Initially in our proposed model the set 

of cloud nodes are partitioned based upon Equator and Prime meridian i.e. into four 

major quadrants viz. North-East, North-West, South-East and South-West as shown 

in Figure 1. After initial partitioning each partition can be further sub partitioned 

(sub-sub partitioned) by two-dimensional space partitioning algorithm [13]. Our 

cloud division approach based on the idea of k-d tree is articulated below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

Figure 1. Geographically Dispersed Cloud-enabled Data Center 

3.1. Algorithm 1 Proposed Cloud Division Rule 

Input: Set of latitudes and longitudes of registered cloud node 

Output: Two-dimensional space partition tree demarcating all cloud nodes 

1. Call Algorithm 1.1 to choose proper quadrant  

2. Call algorithm 1.2 to construct k-d tree for selected quadrant 
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Algorithm 1.1 Selection of proper quadrant 

1. For each cloud node 

1.1 Set the value x by latitude angle of cloud node 

1.2 Set the value y by longitude angle of cloud node 

1.3 Set the value DirLat by the direction latitude  (North or South) of cloud node 

1.4 Set the value DirLong by the direction longitude  (East or West)of cloud 

node 

1.5 Initially, total geographical space is partitioned into four quadrants based on 

Equator and Prime meridian (e.g. North-East, South-East, South-West and 

North-West). Place the cloud node at proper quadrant based the values of 

DirLat and DirLong 

Algorithm 1.2 Construction of k-d tree for cloud node 

An index table containing the ip addresses along with the physical location and 

average load degree of all registered cloud-enabled data center is maintained. Using 

the physical locations of the cloud-enabled data centers we have constructed a k-d 

tree of cloud nodes as described below. 

P contains the set of geographical cloud nodes represented by their geographical 

coordinates.  

BuildKdTree (P, depth) 

1. If (P contains only one point) then 

1.1. Return P 

2. Else if (depth is even) then 

2.1.  Split P into two subsets with a vertical line l through the latitude closest to 

the mean of latitude of the coordinates in P. Let P1 be the set of points to the 

left of l or on l and P2 be the set of coordinates to the right of l. 

3. Else 

3.1.  Split P into two subsets with a horizontal line l through the longitude 

closest to the mean of longitude of the coordinates in P. Let P1 be the set of 

coordinates to the below of l or on l and let P2 be the set of coordinates 

above l. 

4. kdTreeleft = BuildKdTree (P1, depth + 1) 
5. kdtreeright = BuildKdTree (P2, depth + 1) 

6. Create a node kdTree storing kdTreeleft the left child of kdTree and 

kdtreeright the right child of kdTree. 

7. Return kdTree. 

 

4. Conceptual Example of Proposed Organizing Structure of Cloud-
Enabled Data Center  

Let us consider the practical scenario where multiple users from different geographical 

locations want to simultaneously access different host servers of web services (viz. 

Facebook, Twitter, and YouTube etc.). Based on the current load status main host server 

can redirect this web traffic to the different servers’ host address in order to balance the 

total load of cloud system. In our proposed model an index table as shown in Table 1 is 

considered, where ip addresses along with the physical location of the different cloud-

enabled data centers are enlisted. Our hierarchical k-d tree based organizing methodology 

of cloud server is depicted in Figure 2 and 3. In this context our main aim to establish a 

cloud division rule where the set of cloud nodes is partitioned using k-d tree as shown in 

Figure 4 and 5. 
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Table 1. Index Table of Registered Cloud-enabled Data Center 

Considered 
Cloud-

enabled data 
centers 

Region of cloud-
enabled data centers 

IP Address of 
cloud-enabled 
data centers 

Geographical coordinates of 
cloud-enabled data centers 

Latitude Longitude 

A Malaysia 202.185.107.23 2.3167 °N 111.55 °E 

B Srilanka 220.247.227.202 7 °N 81°E 

C Thailand 158.108.216.5 13.75° N 100.4833° E 

D Kolkata 203.197.118.81 22.5667 °N 88.3667 °E 

E Karachi 124.29.236.154 24.86°N 67.01°E 

F Egypt 195.246.42.198 26°N 30°E 

G Japan 133.3.250.46 35°N 136°E 

H Italy 159.149.53.216 41.9°N 12.5°E 

 

 

 

 

 

 

 

 

 

 

Figure 2. Constructed k-d Tree for Organizing Cloud-enabled Data 

Centers 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Detailed Structural View of Considered Cloud-enabled Data 

Centers  
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Figure 4. North-East Region Containing Considerate Cloud-enabled 

Data Centers is Logically Partitioned using k-d tree Technique 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Conceptual View of our Proposed Cloud Division Methodology  

 

5. Conclusion 

Our proposed cloud-enabled data center organizing methodology is an eminent 

pathway of cloud division rule for various cloud-enabled data centers in the cloud system 

in order to achieve graceful performance. This phenomenon may leads to maximum 

resource utilization using various load balancing approaches. Proposed hierarchical 

structure can formulate an effective strategy of searching an intended data center using 

geographic coordinate system and redirect the traffic to the several virtual servers. In near 

future sketching of an efficient searching mechanism could lead this structure as a better 

approach for organizing the cloud- enabled data center in the cloud system. 
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