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Abstract 

The problem of resource scheduling in the environment of cloud computing has always 

been the focus of research. In this paper, the current status of cloud computing is first 

analyzed, and on the basis of the features of resource scheduling in cloud computing, the 

Intelligent Frog Leaping Algorithm is introduced and improved. First, artificial vector 

machine is introduced into the subgroup classification of the Frog Leaping Algorithm, 

and at the same time the self-adaptive crossover probability is introduced into the internal 

search of the algorithm. To some extent, this improves the condition that the Frog Leaping 

Algorithm is easy to fall into local optimum, as well as reduces the time spent on global 

search and optimization. Through the Cloud Sim platform, it is found that the algorithm 

presented in this paper can improve the efficiency of the system in task processing and 

achieve a rational scheduling of resources in cloud computing. 

 

Keywords: Frog Leaping Algorithm, cloud computing resources, artificial vector 

machine 
 

1. Introduction  

Cloud computing is a computing mode developed along with distributed processing, 

parallel processing and grid processing. It results from the integration of the concepts 

such as Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a 

Service (SaaS). It is a difficult part of research to find a way to properly allocate the 

computing resources in cloud computing and to make every node used effectively. 

Researchers at home and abroad have made research on this. Reference [3] describes that 

it is effective to some extent to introduce Swarm Intelligence Algorithm in virtual 

scheduling of cloud computing to carry out resource scheduling. Reference [4] applies the 

improved genetic algorithm in the task scheduling in cloud computing, the algorithm 

makes a certain effect. Reference [5] states that with the combination of the ACO 

algorithm and K-medoid algorithm, ACO-K-medoid resource allocation optimized 

algorithm is proposed based on the cloud computing environment, which gains optimal 

computing resources and improves the efficiency of cloud computing. Reference [6] 

proposes a cloud computing resource scheduling model based on Chaos Particle Swarm 

Algorithm, which improves the efficiency of resource utilization and is better in 

practicality and feasibility. Reference [7] uses the Discrete Particle Swarm Algorithm to 

solve the problem. With regard to the characteristics of the model, combined with the real 

situation of cloud computing service operation, computing samples were designed to 

carry out stimulation test. Reference [8] improves the starter strategy of resource 

scheduling in the environment of cloud computing in order to effectively enhance the 

overall system processing capability in this environment. Through simulation 

experiments, the results show that this method can effectively avoid the unbalanced load 

handling, and improve the overall processing capability of the system.  
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According to the features of resource scheduling in cloud computing, the Intelligent 

Frog Leaping Algorithm is introduced and improved on this basis. First, artificial vector 

machine is introduced into the subgroup classification of the Frog Leaping Algorithm, and 

at the same time the self-adaptive crossover probability is introduced into the internal 

search of the algorithm. To some extent, this improves the condition that the Frog Leaping 

Algorithm is easy to fall into local optimum, as well as reduces the time spent on global 

search and optimization. Through the CloudSim platform, it is found that the algorithm 

presented in this paper can improve the efficiency of the system in task processing and 

achieve a rational scheduling of resources in cloud computing. 

 

2. The Main Issues of Cloud Computing Resources 

In the environment of cloud computing, the effect of resource allocation represents the 

satisfaction of users to some extent. Because cloud users have different requirements on 

the resources, the satisfaction here should be considered in several aspects, including the 

operation time of cloud computing, the cost and consumption of network and task 

execution time and so on. As there are too many factors involved, we mainly take the task 

execution time and the cost of network into account in this paper: 

Question 1: the representation of task execution time. In this paper, time is defined 

as ( [ ], [ ])Timer Task i Source j , which represents the time needed for allocating task 

[ ]Task i  to the resource [ ]Source j . From the requests of virtual machine of the cloud 

client server, the completion time of any resource scheduling program is indicated as:  

 
1

1

( ) max( ( [ ], [ ]))
kl

j
i

Timer x Task i Source j




 
         (1) 

In formula (1), l  represents the number of virtual machines in the system, the 

quantity of resources needed for task k . 

Question 2: the cost of network needed for tasks. The cost of network here mainly 

refers to the resource bandwidth required. Its value is indicated 

as ( [ ], [ ]))BandWidth Task i Source j , which represents the expected bandwidth for 

allocating and implementing task [ ]Task i  on [ ]Source j . The resources required for any 

resource scheduling plan are represented as: 

1 1

( ) max( ( [ ], [ ])))
l k

j i

BandWidth x BandWidth Task i Source j
 

 
     (2) 

In formula (2), l  represents the number of virtual machines in the system, the 

quantity of resources needed for task k . 
 

3. Improved Frog Leaping Algorithm 
 

3.1. Frog Leaping Algorithm  

The basic idea of the Frog Leaping Algorithm: from the space of random solutions, a 

group of initialized solutions (population) is generated, which as a whole are then divided 

into multiple sub-groups, and the frogs in the sub-groups implement internal search in 

accordance with certain search strategies. After several times of internal searches in the 

defined subgroups, mix all the frogs and then divide them into subgroups again by 

sequencing, thus ensuring an overall exchange of information among the subgroups. 

 (1) Subgroup classification 
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     The number of frogs in the population is set as M , the initial population as S , 

the number of subgroups as k , and the number of candidate solutions in the subgroups is 

set as n . 1 2( , ,........ )i i i iDx x x x
 is used to represent the number i  candidate solution, 

and here D  represents the dimension of candidate solutions, 1 2( , ,........ )MS x x x
. 

 (2) The internal search of subgroups 

It is assumed that zbestX  is the candidate solution in the whole population with the 

best fitness, bestX  the candidate solution in the subgroups with the best fitness, and 

worstX  the candidate solution in the subgroups with the worst fitness. When searching 

within the subgroups, it is mainly to update the worst candidate solution worstX . The 

process is described below: 

'

'

'

( )

( )i worst best worst

i worst

i worst

random worst

while n T

X X t X X

if X X

X X

else

X X

endwhile



   







            (3) 

In this formula,  
'

iX  represents a new solution, and t  is the random number within 

the range of (0,1). If the new solution generated is superior to worstX , the latter will be 

replaced the former and at the same time the searching continues; or else, the random 

solution is used for replacement.  

' ( )i worst best worstX X t X X                (4) 

 (3) Global information exchange 

When the internal update of all the subgroups is finished, the subgroup classification 

and internal searching will be implemented again, in a repeated way until the final 

condition is satisfied. 

 

3.2. The Content of Improvement 

How to classify the subgroups in a better and rational way forms an important part of 

the leapfrog algorithm, and the quality of classification will directly influence the speed of 

global convergence of the algorithm and the quality of corresponding solutions. A 

common way is to generate the initial solution of the algorithm through random 

initialization. In the population initialization stage, the artificial vector machine 

mechanism is introduced, to select the solutions generated by each candidate solution. 

Through the comparison of the candidate solutions and positive solutions, a solution of a 

short distance is selected as the solution of the initial population. In the subgroup internal 

search stage, the introduction of the reverse learning mechanism improves the precision 

of searching. 

 (1) Artificial Vector Machine 

Artificial Vector Extreme Learning Machine is a new type of feed-forward neural 

network based on the generalized inverse matrix theory. Compared with the traditional 

neural network and support vector machine, it can improve the speed of learning and the 
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efficiency of modeling, as it can work out the output weight of network just by one step. 

Its structure is shown in Figure 1. 
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Figure 1. The Network Structure of Artificial Vector Machine 

Supposing there are m training samples ( , )i ix y , xi represents the input vector, yi 

represents the corresponding output i=1, 2, m, a hidden layer, and g(x) represents the 

activation function of neurons in the hidden layer, we will get:  
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          (5) 

Set the weight matrix connecting the input layer and hidden layer and that connecting 

the hidden layer and output layer are   and   , respectively, which are defined as 

follows:  

11 12 1

21 22 2

1 2
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n

l l ln l n

  

  


  


 
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 
 
 

           (6) 

H is the output matrix of the hidden layer, which is defined as follows: 
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m
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 
 
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          (7) 

In this formula, 1 2[ ]T

lb b b b  is the threshold value of the hidden layer? 

Then, according to Figure 1, we can see: 
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In this formula, H+ is the Moerr-Penrose generalized inverse of the output matrix H of 

the hidden layer. 

H Y   (9) 

The initial subgroups are classified as follows: 

Use 1 2( , ,........ )i i i iDx x x x  to represent the number i  candidate solution, in which 

D  represents the dimension of the candidate solution, 1 2( , ,........ )MS x x x . These 

solutions are sequenced by adopting formula (8) according to the output matrix, to get the 

following formula: 
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   (10) 

Substitute Formula (10) into Formula (9), define the set of candidate solutions, and set 

1   to get the optimal classification of the initial subgroup, which is as follows:  
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 
 

 

       (11) 

(2)  Self-adaptive crossover probability. 

In the concept of difference in genetic algorithms, the value of crossover probability is 

generally real numbers within the range of [0, 1]. The larger the value of crossover 

probability is, the more beneficial it will be to the acceleration of local searching and 

convergence speed, and on the contrary, it can keep the population diversity and the 

global search capability of the Frog Leaping Algorithm. The value of crossover 

probability obtained through Reference [9] shall be within the range of [0.3, 0.8], so in 

this paper, dynamic adjustment of crossover probability is adopted. According to the 

cyclic algebra of the algorithm, the value of crossover probability is changed dynamically. 

With the increase of the crossover probability, the ability of local searching can be 

improved. The formula of self-adaptive crossover probability (set the crossover 

probability as f ) is as follows: 

0.8
2

t
f

Max
 


              (12) 

In formula (11), set t  to represent the current cycle index, Max  to represent the 

maximum cycle index, to ensure that the crossover probability fluctuates within the range 

of [0.3, 0.8]. In combination with the subgroup internal searching of formula (3), the 

following formula is obtained: 
' ( )i worst best worstX X f X X              (13) 

In this formula, the crossover probability is used to institute t  can to some extent 

guarantee the optimal local searching ability. 

 

4. Experimental Simulation 

In order to better show the superiority of the algorithm in cloud computing 

environment, in this paper, first the performance of the algorithm presented is tested, and 

then a test of resource scheduling is carried out on the cloud computing simulation 

platform. 
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4.1. Performance Test for the Algorithm 

Three basic functions are adopted to make comparative test. Through the comparison 

with the basic Frog Leaping Algorithm, the effectiveness of the proposed algorithm is 

verified.  

 (1) Schwefel function  
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 (3) Rosenbrock function 
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Table 1. The Optimization Results of the Two Algorithms  

Function Algorithm Average Maximum Average Minimum 

f1 

Basic frog 

leaping algorithm 
0.042514 0.000117 

Algorithm of this 

paper 
0.018725 0.000019 

f2 

Basic frog 

leaping algorithm 
0.093412 0.008754 

Algorithm of this 

paper 
0.012713 0.005312 

f3 

Basic frog 

leaping algorithm 
0.082513 0.009652 

Algorithm of this 

paper 
0.042716 0.007126 

The three test functions are compared with the algorithms of Reference [4], Reference 

[8] and presented in this paper, to obtain the results shown in Figure 1-3.  

 

Figure 1. The Result of Comparison with the Schwefel Function 
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Figure 2. The Result of Comparison with the Griewank Function 

 

Figure 3. The Result of Comparison with the Rosenbrock Function 

From Figure 1-3, it can be found that compared to the algorithms of the references, the 

algorithm presented in this paper can effectively reduce the possibility of falling into local 

convergence, and thus shorten the time spent in achieving the optimal value of the 

objective function. 

 

4.2. Simulation Experiment on the Cloud Computing Platform  

In the experiment, the cloud computing platform Cloudsim is used to simulate the 

cloud computing environment. There are 150 experimental tasks, and each task varies in 

the requirements of task length and bandwidth. In accordance with different tasks, the 

algorithm of this paper and the Basic Frog Leaping Algorithm are different in task 

processing. 

 

Figure 4. The Comparison of Network Throughput Rate among Different 
Tasks  
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Figure 5. The Comparison of Cloud Node Consumption Delay 

 

Cloud node network cost consumption rate (%) 

Figure 6. The Comparison of Cloud Node Network Cost 

From Figure 4-6, it can be seen that the algorithm presented in this paper performs 

better than Basic Frog Leaping Algorithm in the aspects of network throughput rate, node 

time consumption, node network cost and so on. It proves that the algorithm presented in 

this paper is more suitable for solving the problems concerning service quality and 

resource scheduling in the cloud computing environment. 

 

5. Conclusion 

It has always been a focus of research how to make better resource scheduling in cloud 

computing. In this paper, an improved Frog Leaping Algorithm is put forward to further 

guarantee the reasonable resource scheduling on the cloud computing platform. The 

simulation experiments have proved that the improved Frog Leaping Algorithm performs 

well in optimizing and properly allocating resources. 
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