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Abstract 

Ontology alignment finds matching elements from different ontologies. A number of 

ontology alignment techniques have been proposed. But few of them are adaptive to fuzzy 

ontologies alignment. A key problem is that formulas for computing similarity between 

elements from precise ontologies can’t be directly applied to those elements from fuzzy 

ontologies. In this paper, we exploit WordNet to compute similarity between two words. And 

Inspired by formula for computing similarity between two formal concepts from concept 

lattice, we propose an effective similarity formula for computing similarity between classes 

from different fuzzy ontologies. Also, we present an algorithm which is global optimal for 

aligning fuzzy ontologies.  A prototype is implemented and the experiment shows that our 

approach is worthy. 
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1. Introduction 

Ontology is explicit specification of conceptualization. It aims to make data sharable and 

reuse. But in fact, multiply ontologies coexist although they are from same field. Owing to 

implementation intention and knowledge background of ontology engineers, these ontologies 

are usually heterogeneous and distributed. In order to fulfill knowledge share and reuse, need 

for mapping between ontologies becomes stronger. Ontology alignment is the process of 

bringing ontologies into mutual agreement by the automatic discovery of mappings between 

related classes. By far, a number of ontology alignment techniques have been proposed [11]. 

But few of them are adaptive to fuzzy ontologies alignment. A key problem is that formulas 

for computing similarity between elements from precise ontologies can’t be directly applied 

to those elements from fuzzy ontologies. In this paper, we proposed a new formula for 

computing similarity between classes and an effective algorithm for fuzzy ontologies 

alignment.  

This paper is organized as follows. Fuzzy ontology and fuzzy concept lattice are 

introduced in Section 2. Method for computing similarity between classes of fuzzy ontologies 

is shown in Section 3. The alignment algorithm for two fuzzy ontologies is given in Section 4. 

A prototype system is introduced in Section 5. The related works are mentioned in Section 6 

and conclusion and the next work are arranged in the last section. 
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2. Related Work 

Methods for ontology alignment may be classified into language-based methods, structure-

based methods and machine learning methods.  

For language-based methods, similarity between classes is evaluated according to class 

name. Techniques for comparing two of class names includes prefix/suffix comparison, edit 

distance and n-grams [6]. These techniques are difficult to recognize synonyms classes 

represented by different names, homonyms classes represented by same names. Also, they are 

ineffective for names written by complex phrases, sentences and descriptions. In order to 

improve these techniques, some extra knowledge bases, for example, WordNet, are exploited 

to extract syntactic information, semantic information, which is introduced into similarity 

formulas [7]. But the main limitation to language-based methods is that extra thesauri is 

required, which is usually dependent-language. 

Unlike language-based, structure-based methods mainly consider structure information of 

ontology rather than linguistic information of single class. For example, the number of 

common, similar children or common parents between classes is used to compute similarity. 

And then, similarity is extended to others nodes along the graph structure based on the idea 

that similar nodes entail similar neighbors [8]. 

In machine learning methods [9], an initial similarity formula is given according to 

statistical distribution of features about classes such as symbolic, syntactic, semantic, and 

structural. But parameters are not decided in initial formula. Then, a small set of records 

about features are selected by users. Some pattern recognition algorithms are applied to initial 

similarity formula to optimize parameters. The mainly difficult is that initial similarity formal 

is hard to decide. 

 

3. Fuzzy Ontology and Fuzzy Concept Lattice 
 

3.1. Fuzzy Ontology 

Definition 1. A fuzzy ontology OF is defined as a 5-tuple [10]: OF={C,PF,RF,AF,I}. where: 

 C is the set of classes, which represents various entities in some domain being 

modeled. We assume that classes are named by one or more natural language terms and 

are normally referenced within the ontology by a unique identifier. 

 PF is a set of properties. Any pFPF is defined as a 3-tuple: pF={c,v,q}. c is a class. v 

is value of pF. q is a qualifier. An instance is “This watch is very expensive.”. price is 

explained as property pF. watch, expensive and very is explained as c, v and q. 

 RF is the set of relationships between classes. Any rFRF is defined as a 4-tuple: 

rF={c1,c2,t,f}. Both c1 and c2 are two classes. t is type of relationship between c1 and c2. 

And t is one of synonym of, kind of, part of, instance of, property of. But in this paper, only 

kind of relationship is considered. f is a membership degree [0, 1] of t. 

 AF is a set of fuzzy axioms, usually formalized into some logic language. These 

axioms specify additional constraints on the ontology and can be used in ontology 

consistency checking and for inferring new knowledge from the ontology through some 

inference mechanism. 

 I is set of all instances. 

It is an important research point how to get a fuzzy ontology. Some approaches, like FFCA 

[1, 2], UML [3], etc, have been proposed. But compared to others, Fuzzy Formal Concept 
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Analysis is more popular owing to high similarity in structure between fuzzy concept lattice 

and fuzzy ontology. 

 

3.2. Fuzzy Concept Lattice 

Definition 2. A fuzzy formal context FFT is defined as a 3-tuple: FFT=(B,A,P), where 

 B is a set of formal objects. 

 A is a set of formal attributes. 

 PBA. For any bB and aA, (b,a)P holds iff object b has attribute a with  (b,a), 

a membership degree [0,1]. 

Definition 3. Given a fuzzy formal context FFT=(B,A,P) and XB,YA. X’={aA|(b,a) 

  bX} is said to be the common attributes of X. Y’={bB|(b,a) aY} is said to be 

the common objects of Y.  is a threshold. 

Definition 4. Given a fuzzy formal context FFT=(B,A,P).  A 2-tuple ffc=(X,Y) is said to be 

a fuzzy formal concept of FFT iff Y=X’ and X=Y’ hold.  

For example, consider a fuzzy formal context called Chinese Cities where B={Beijing, 

Shanghai, Chongqi, Chengdu, Kunming}, A={Circumstance, Economic, Transportation, 

Sustainability, Science} and R is showed in table 1. We assume the threshold   is 0.5. A 

fuzzy formal concept is, for instance, the pair ({Shanghai, Chengdu, 

Kunming},{Sustainability (0.6)}).  

In Table 1 and Figure 1, we abbreviate Circumstance, Economic, Transportation, 

Sustainability and Science to Cir, Eco, Tra, Sus and Sci respectively. Also, we abbreviate 

Beijing, Shanghai, Capital, Chongqi, Chengdu and Kunming to Bj, Sh, Cq, Cd and Km 

respectively. 

Definition 5. Given two fuzzy formal concepts (X1,Y1) and (X2,Y2) of a fuzzy formal 

context (B,A,P), (X1,Y1) is said to be superconcept of (X2,Y2) and (X2,Y2) is said to be 

subconcept of (X1,Y1) if X2X1 or Y1Y2 holds. The relationship is represented as (X2,Y2) 

(X1,Y1). 

Definition 6. Given a fuzzy formal context (B,A,P), consider the set of all fuzzy formal 

concepts of this context, indicated as (B,A,P). Then ((B,A,P),) is a complete lattice 

called fuzzy concept lattice. 

Table 1. The Chinese Cities Context 

 Cir Eco Tra Sus Sci 

Bj 0 0.6 0.9 0.3 0.2 

Sh 0.4 0.2 0 0.7 0 

Cq 0.6 0.8 0.9 0.3 0.2 

Cd 0 0.1 0.2 0.6 0.9 

Km 0.2 0.9 0.7 0.8 0 
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3.3. Mapping between FO and FCL 

As it is mentioned in Section 2.1, fuzzy ontology is high similar to formal concept lattice in 

structure. And fuzzy formal concept analysis is applied to fuzzy ontology construction. So 

there is an inherent mapping between fuzzy ontology and fuzzy concept lattice. The mapping 

is as follow. 

 Classes are mapped to fuzzy formal concepts. 

 Instances are mapped to objects. 

 Properties are mapped to attributes. And values of properties are mapped to 

membership degrees of attributes. 

 synonym of relationship between classes is mapped to inheritance between fuzzy formal 

concepts. 

For instance, two fuzzy formal concepts ffo1=({Sh, Cd, Km}, {Sus(0.6)}) and ffo2= 

({Cd},{Sus(0.6), Sci(0.9)}) are considered from Figure 1. It is easy to find that ffo1 is 

superconcept of ffo2. ffo1 and ffo2 are mapped to two classes cl1 and cl2, respectively. Sus is  a 

property of cl1 and Sus and Sci are two properties of cl2. There is a synonym of relationship 

between ffo1 and ffo2. 

 

4. Similarity Computing between Fuzzy Classes 
 

4.1. Semantic Similarity between Two Words  

Formula 1 is used to evaluate similarity as(a,b) between two words a, b in Wordnet
[4]

. 

From formula 1, it is noted that,  

 The similarity between two words (a,b) is the function of their distance and the lowest 

common subsume lso(a,b).  

 If the lso(a,b) is root, depth(lso(a,b))=1,as(a,b)>0; if the two words have the same 

sense, the word a, word b and lso(a,b) are the same node. len(a,b)=0. as(a,b)=1; 

otherwise 0<depth(lso(a,b))<deep_max, 0<len(a,b)< 2*deep_max, 0<as(a,b)< 1. Thus, 

the values of as (a,b) are in (0, 1]. 

 
  

    

2 * ,
,

, 2 * ,

d e p th ls o a b
a s a b

le n a b d e p th ls o a b



            Formula (1) 

Figure 1. The Fuzzy Formal Concept Lattice from Fuzzy Formal Context 

shown in Table 1 

{ Sh, Cd, Km},{Sus(0.6)} 

 

{Bj, Cq, Km},{Eco(0.6), Tra(0.7)} 

 

{Bj, Sh, Cq, Cd, Km},{} 

{Cd},{Sus(0.6), Sci(0.9)} 

 

{Km},{ Eco(0.9), Tra(0.7), Sus(0.8)} 

 

{},{Cir(1), Eco(1), Tra(1), Sus(1), Sci(1)} 

{Cq},{Cir(0.6),  

Eco(0.8), Tra(0.9)} 
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4.2. Semantic Similarity between Two Fuzzy Formal Concepts  

Definition 7: Consider two fuzzy formal concepts (X1, Y1) and (X2, Y2) from two different 

fuzzy concept lattices. Let n, m be the cardinalities of the sets Y1, Y2, respectively, i.e., n=|Y1|, 

m=|Y2|, and suppose that nm. The set (Y1,Y2) of the candidate sets of pairs is defined by all 

possible sets of n pairs of attributes defined as follow:(Y1,Y2)={{<a1,b1><an,bn>}|ahY1, 

bhY2, h=1,,n, and ahak, bhbl, lh}. 

Definition 8: Consider a domain ontology, the concept similarity of two fuzzy formal 

concepts (X1, Y1) and (X2, Y2) from two different fuzzy concept lattices is defined as follow 

[5]: 
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    Formula (3) 

From formulas (2) and (3), it is noted that,  

 fa and fb are membership degrees of attributes a and b, respectively. 

 w is a weight such that 0w1, that can be established by the user to enrich the 

flexibility of the method.   

 as(a, b) can be evaluated from formula (1). 

Given two fuzzy formal concepts ffo1=({Bj, Cq, Km},{Eco(0.6), Tra(0.7)}) and ffo2= 

({Cq},{Cir(0.6), Eco(0.8), Tra(0.9)}). ({Eco(0.6), Tra(0.7)},{Cir(0.6), Eco(0.8), Tra(0.9)}) is 

evaluated to {{(Eco(0.6), Eco(0.8))}, { ((Tra(0.7), Tra(0.9))}}. By formula (1), both as(Tra, Tra) 

and as(Eco, Eco) are evaluated to 1. So sim(ffo1, ffo2) is evaluated as follow when w is 

assigned to 0.5. 

   1 2

1
, 0 .6 * 0 .8 * 1 0 .7 * 0 .9 * 1 0 .3 7

3
K ffo ffo     by formula (2) 

   1 2

1 1 1 1
, * 0 .6 * 0 .8 * 1 0 .7 * 0 .9 * 1 * 0 .3 5

3 2 3 2
S im ffo ffo      by formula (3) 

5. Alignment Algorithm for Fuzzy Ontologies 

Previous algorithms for ontologies alignment focus on only one pair of classes, 

which just reaches to local optimization. Unlike previous algorithms, we propose a 

global optimal alignment algorithm SMDS. It need be noted that in this paper, only 

classes mapping are considered.  

In order to make algorithm 1 accessible, definitions 9 and 10 related to algorithm 1 

are given. 

Definition 9. Given two fuzzy ontologies OF1 and OF2, D is a dry subset of C1C2 iff 

For any two (a1,b1), (a2,b2)D, all of  a1a2, b1b2 and DC1C2 hold, where C1 and C2 

are two sets of classes in OF1 and OF2, respectively. M is said to be a maximal dry 

subset of C1C2 iff for any SC1C2,    
1 1

, ,

S M

j j i i

j i

S im s s S S im m m M

 

     holds, 

where both S and M are dry subset of C1C2. 
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Definition 10. For two fuzzy ontologies OF1 and OF2, fuzzy ontology alignment is 

represented as a function fol:(C1C2)M. C1 and C2 are two sets of classes in OF1 and 

OF2, respectively. M is a maximal dry subset of C1C2. 

 

By definition 10, the task of fuzzy ontologies alignment is to decide function fol. 

Algorithm 1 is implementation of function fol. It is explained as follow. 

Step 1: Decide initial set of matching pairs according to a predefined threshold, 

which means that pairs whose similarity are smaller than threshold are removed.  

Step 2:  Find a maximal dry subset M by definition 9. 

For example, let C1 be {c11,c12,c13} and C2 be {c21,c22}. So C1C2 can be evaluated to 

{(c11,c21), (c11,c22), (c12,c21), (c12,c22), (c13,c21), (c13,c22)}. We assume that 

Sim(c11,c21)=0.9, Sim(c11,c22)=0.85, Sim(c12,c21)=0.3, Sim(c12,c22)=0.7, Sim(c13,c21)=0.85 

and Sim(c31,c22)=0.6. And (c12,c21) and (c31,c22) are removed from C1C2 because 

Sim(c12,c21)=0.3and Sim(c31,c22)=0.6 are smaller than 0.7, a predefined threshold. So the 

revised C1C2 is {(c11,c21), (c11,c22), (c12,c22), (c13,c21)}. All dry subsets of revised C1C2 

are {(c11,c21), (c12,c22) } and {(c11,c22) (c13,c21)}. Because Sim(c11,c22)+Sim(c13,c21) is 

larger than Sim(c11,c21)+Sim(c12,c22), {(c11,c22) (c13,c21)} is the maximal dry subset. 

 

6. Implementation of Prototype and Experiment 
 

6.1. Implementation of Prototype for our Approach  

We implemented a prototype based on the approach described above. The prototype is for 

OWL Ontology in JAVA. The architecture of prototype is shown in Figure 2. The whole 

system is composed of six components and WordNet Interface. Application GUI is an 

interface for users. By Application GUI, users submit two fuzzy OWL ontologies to Ontology 

Parser. Also Application GUI is responsible for screening the result of ontologies alignment. 

Ontology Parser is responsible for extracting all classes, properties and their values. Words 

Similarity Component is implementation of formula (1). And with WordNet Interface, 

semantic similarity between two words may be evaluated by Words Similarity Component.  

Concepts Similarity Component is implementation of formula (3) and responsible for 

Algorithm 1:SMDS(C1, C2, t) 

Input: C1, C2, a pair of sets of classes. 

           t, a similarity threshold. 

Output: M, a dry subset of I. 

1. i←1;  

2. I ←C1C2; 

3. FOR every (a,b)I 

4.     IF Sim(a,b)<t  //Sim(a,b) is used to evaluate similarity between a and b 

5.          Remove (a,b) from I; 

6. M←D  //D is an arbitrary dry subset of I. 

7. FOR every dry subset D’ of I 

8.      IF    

'

1 1

' , ' ' ,

D D

j j i i

j i

S im d d D S im d d D

 

     

9.      M←D’ 

10. RETURN M 
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evaluating two classes. Ontology aligment Component calls the Similarity Evaluation 

Component to align ontologies. 

 

6.2 Experiments with Prototype 

 

We have tested the current implementation of the prototype system on two pairs of fuzzy 

ontologies from Chinese medical domain and sea legal domain. Every pair of fuzzy 

ontologies are developed by two independent groups. The first Chinese medical ontology 

CMO1 ontology contains 78 classes and the second Chinese medical ontology CMO2 contains 

91 classes. The first sea legal ontology SLO1 contains 51 classes and the second sea legal 

ontology SLO2 contains 55 classes. 

| |

r ig h t
M

p r
M

   formula (4)                                                       
| |

r ig h t
M

c r
R

    formula (5) 

Two indexes pr, precision ratio and cr, recall ratio are introduced to evaluate our approach. 

From formulas (4) and (5), M is the maximal dry subset evaluated by our approach. Mright is a 

subset of M and consist of right mapping pairs of classes, which is computed by our approach. 

R is a set consist of all right mapping pairs of classes, which is done by human. In the 

following, we briefly report experiments performed for two pairs of fuzzy ontology 

alignments. From Table 2, it need be noted that Th, MrC, MC, prC, crC, MrS, MS, prS, crS 

represent threshold, cardinality of Mright, cardinality of M, pr and cr about CMO, cardinality 

of Mright, cardinality of M, pr and cr about SLO. For CMO, the R is 45. For SLO, R is 38.  

 

Figure 2. Architecture of Prototype 

Application  

GUI 

Concepts  Similarity 

Component 

WordNet 

Interface 

Ontology Alignment 

Component 

Words Similarity 

Component 

 

Similarity Evaluation Component 

Ontology 

Parser 

Figure 3. Trend Graphs of Precision Ratio and Recall Ratio about CMO 
and SLO 



International Journal of Database Theory and Application 

Vol.7, No.3 (2014) 

 

 

80   Copyright ⓒ 2014 SERSC 

Table 2. The Experiment Result about CMO Alignment and SLO Alignment 

Th MrC MC prC crc MrS MS prS crS 

0.6 43 52 83% 96% 32 42 76% 84% 
0.65 38 45 84% 84% 30 38 79% 79% 
0.7 36 43 84% 80% 28 34 82% 74% 

0.75 33 38 87% 73% 28 32 88% 74% 
0.8 28 31 90% 62% 24 26 92% 63% 

0.85 24 25 96% 53% 21 23 91% 55% 
0.9 24 24 100% 53% 17 18 94% 45% 

From Figure 3, a uniform thing is that the precision ratio is proportional to threshold and 

the precision ratio is inversely proportional to threshold. By analyzing our approach, it is 

inevitable that as threshold becomes larger, more pairs of classes will be removed from M and 

naturally cardinality of Mright will become smaller. But decrease extent of Mright is lower than 

decrease extent of M, which can explain why precision ratio increases. In addition, because R 

is invariable, recall ratio decrease as threshold becomes larger. 

 

7. Conclusion and Future Work 

In this paper, we propose an effective approach to fuzzy ontologies alignment. We fully 

consider the membership degree in formula for computing similarity between classes from 

two different fuzzy ontologies. Also, we consider global optimization in alignment algorithm 

for matching classes.  

It is easy to see that the quality of alignment severely depends on formula for computing 

similarity. So in the future work, we shall go on doing experiments in our prototype and 

improve the formula. Also, we shall introduce restrain conditions to improve alignment 

algorithm. 
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