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Abstract 

Clustering is one of the main tasks used in pattern recognition and classification. Out of 

many methods that have been reported till date the most widely used methods are based on 

likelihood approach of mixture model. Among different mixture models, Expectation 

Maximization for Gaussian Mixture is most exploited and trusted algorithm for data 

clustering. However, it has some short comings such as initial parameters are to be given a-

priori, convergence speed is slow and the results obtained are highly dependent upon the 

initial parameters. Many variations have been carried out in implementing EM algorithm but 

still there is ample scope for improvement. The proposed algorithm tries to overcome these 

shortcomings and provide more robust and efficient version of clustering algorithm. An 

improvement related to cluster partitioning is proposed in the existing algorithm resulting 

some advantages.  The robustness and efficacy of the algorithm is demonstrated qualitatively 

as well as quantitatively with the help of some experiments. 
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1. Introduction 

Pattern Recognition and classification forms an integral part of the task of image 

recognition. It serves the applications such as object identification, face recognition, 

surveillance etc. The first and foremost step of pattern recognition and classification is image 

clustering followed by classification. 

Clustering is basically used to make a distinction between different objects present in an 

image based on some common property such as intensity, hue, saturation, pdf, cdf etc. The 

clustered image is then matched with the stored data to identify an object. Object can be 

anything like a human being, animals, face, finger print, trees, or any day to day objects. 

The natural process after clustering is its classification. Data classification is a process of 

assigning a label to each and every point of the data to perceive the similarities among those 

points. 

In the literature, various methods have been reported for clustering. Some of them are 

Thresholding [1], histogram based method, region growing method [2] etc. The most widely 

used method is model based clustering as it has capability to use prior knowledge to model 

the uncertainty in a probabilistic manner. This prior knowledge can be the spatial 

relationships between neighboring points/pixels in a/an data/image [3] or the whole structure 

of a/an data/image. So, a systematic method should be adopted which can exploit this prior 

knowledge to calculate the parameters efficiently. The method used here follows Expectation 

Maximization algorithm. 
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EM algorithm [4] is a finite mixture model based algorithm where missing data can be 

predicted using prior information. It is an iterative statistical technique for computing 

maximum likelihood estimates from incomplete data. It can be applied with any mixture 

model but here it is applied with Gaussian Mixture Model [5] because of the following 

advantages. 

1. Gaussian Mixture model can be determined by using only two parameters i.e. mean 

and variance. 

2. Provides honest solution of the prediction problem [6]. 

3. Provides an explicit and closed form of likelihood [6]. 

It has generally been employed for a wide variety of parameter estimation problems. EM 

algorithm alternates between two steps namely Expectation (E) step and Maximization (M) 

step. EM algorithm is guaranteed to converge to a local maximum of the data log-likelihood 

as function its parameters [7]. It gives accurate results provided initial parameters are known. 

EM algorithm has attractive features such as reliable global convergence, low cost per 

iteration, economy of storage, and ease of programming. However, it has linear convergence 

rate [8] and it is an experimentally proven fact that EM converges slowly in presence of 

overlapping clusters. Also, as its convergence is highly dependent on initial parameters, it 

may not be always possible to know it apriori [9, 10]. The need to overcome these problems 

is the motivation to develop the proposed algorithm.  

The rest of the paper is organized as follows. Section II describes theoretical background 

of clustering and gives an over view of existing algorithm. The proposed algorithm is 

presented in Section III followed by Results and Discussion in Section IV. Paper is concluded 

in Section V. 

 

2. Review of Background 

This Section starts with the basic theory related to clustering algorithms. The first 

mentioned algorithm is based on ML estimation and is given as:  

 

2.1. Overview of existing EM algorithm for Gaussian Mixture Model [13] 

This method exploits the property of Entropy of data where the initial number of clusters 

are taken equal to the data points which are taken as their means. Mixing probabilities are 

taken by their information content and is given by   ∑       
 
    Maximum likelihood is 

achieved by minimizing the entropy. So the joint function becomes 
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This algorithm tackles some issues such as 

 Initialization problem is removed by treating all the points as starting points. 

 It provides robust unsupervised clustering. 

 The algorithm can tackle large number of components. 

 

The above algorithm works well for medium sized data. But its efficiency decreases with 

increase in the number of data points. The reasons and issues are mentioned below. 

 A large data of size      , requires high matrix size of       for posterior PDF by (3) 

which in turn will require a high memory space. 
 Also this algorithm fails if the data clusters are not well separated. It is deduced 

experimentally that for a data having 200 points per cluster, the algorithm fails 

if     ( )     ( )   (     ) . Such shortcomings are reduced in the proposed 

algorithm. 
 

3. Proposed Method 

The proposed method overcomes the problems mentioned in Section II. The 

modifications proposed are  

1) Data points closer to each other may possess few similar features. So partitioning 

method is exploited where original data points are grouped together initially in a 

manner to keep the number of groups high but much lower than the actual data 

points. This results in the reduction in computer memory usage and increase in 

computational speed. 

2) Another modification is made in the calculation of   . It has been observed that 

the    value fluctuates according to the mixing coefficients (8). This provides 

good convergence for low overlapping data but fails for data with large overlap 

where it keeps on calculating well for some time but abruptly fluctuates and 

gives absurd result. It is demonstrated in Experiment 1. So it is modified to  a 

simpler formula 
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The plot of    is shown in Fig. 1,   manages the weight of the entropy of    . Initially 

it is kept close to one so as to quickly remove the irrelevant cluster within first few 

iterations. As iterations increases,   decreases, which enables the clusters to grow and 

converge to an optimal result. Further,   is increased very slowly so as to remove the 

remaining unwanted clusters. 

First, the joint function (1) is maximized with respect to    under the constraint 

that ∑     
 
    by using lagrangian coefficient. The   

    is given by 

  



International Journal of Database Theory and Application 

Vol.7, No.3 (2014) 

 

 

194   Copyright ⓒ 2014 SERSC 

  
       

      
   (    

    

 ∑   
       

   

 

   

)                                                                      ( ) 

 

For detailed derivation, refer [13]. 

The rest of the procedure for the proposed algorithm is summarized as follows 

 

1. Set initial values:         ( )            ( )  
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3. Compute    
  ( )

and   
( )

 with    
( )

using maximization steps of EM algorithm 

[4,11] given by 

 
 

Figure 1. Plot of Beta vs. Iterations 
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5. Update  ( ) using   by (3). 

6. Update  (   )  to  ( )  by keeping those clusters which follow    
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     and 

adjust    
( )

 and     
(   )

 by normalizing the them given by 

    
   

∑    
 (       )
   

  

     
    

∑     
 (       )
   

                                                              ( ) 

       and adjust    
( )

 by selecting accepted clusters.Check IF      and   (   )  

 ( )   , THEN assign  ( )     

7. Update   
( )

 with    
( )

 and     
(   )

 by  

 

  

  
∑    (    )(    )

  
   

∑    
 
   

                                                                                               ( ) 

To avoid the singularity problem in covariance matrices, they are updated by 

equation, 
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9. Calculate    
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 by selecting the accepted clusters and adjust      
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 by (8). 

11. Check IF       , THEN STOP, ELSE       and return to step 4.  

 



International Journal of Database Theory and Application 

Vol.7, No.3 (2014) 

 

 

196   Copyright ⓒ 2014 SERSC 

As stated above, algorithm starts with fairly low number of points which not only 

reduces clusters but reduces burden on computer. By keeping initial high value of   , it 

is ensured to have the maximum participation of information contained by the entropy 

term. This enables to quickly remove unwanted clusters and move towards 

convergence. Mixing coefficients actually tells the contribution of each clusters in the 

form of prior PDF. The minimum value it can achieve is if all the points are treated as 

clusters, i.e., only one point per cluster. If for any clusters, the value of    
( )

or     is 

lower than the minimum value, it means it do not contribute any information and is thus 

neglected (as shown in step 6 and 10). 

In the above algorithm, ‘   ’ can be taken as any integer for different results.  It is 

empirically deduced that the above used value gives good quality results. The initial 

means and variances are calculated by conventional method. 

 

4. Results and Discussions 

All the experiments are performed on a PC with Core i3-processor, 2.40 GHz and 4 GB 

RAM with 1 GB NVidia graphic card on Windows 7 platform. For all the experiments, ‘gap’ 

is taken as 5. Quantitative analysis of all the experiments and a complete flow chart of the 

algorithm is also presented. 

 

4.1. Experiment 1 

In this experiment, a two component bivariate data of 300 points is generated with    

       ,    [  ],    [  ] and       [
  
  

]. Both algorithms are applied on 

same data and the output is shown. 

It can be seen that the parameters estimated by the proposed algorithm is much closer to 

the original parameter values. 

 

 

Figure 2. Scatter Plot with Clusters of Two Component Data for Experiment 1 
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Figure 3. Scatter Plot with Clusters of Three Component Data for Experiment 2 

4.2. Experiment 2 

In this experiment, a 3 component bivariate data of 300 points is generated with 

    [  ] ,      [  ] ,      [     ] ,                  , and         

   [
  
  

]. Both algorithms are applied on same data and the output is shown above. 

The robust EM algorithm misestimated the total number of clusters and gave absurd result. 

On the other hand proposed algorithm estimated the parameters accurately. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Scatter Plot with clusters of six component data for Experiment 3 

4.3. Experiment 3 

In this experiment, means are changed to        [  ] ,     [   ] ,    
 [  ] ,    [  ] ,    [   ] , keeping all other parameters same as Experiment 2. 
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When the clusters are well separated, both the algorithms yield accurate results. But when 

the data set generated has high overlap in between clusters, robust EM algorithm fails and 

estimated an extra cluster. Although the proposed algorithm estimates all the clusters, it 

deviates little bit from the actual result 

Table 1. Quantitative Analysis of the Above Experiments 

Exp 

# 
Actual Parameter values Robust EM Algorithm Proposed Algorithm 

1 

  [      ] [                         ] [             ] 

  [
            
            

] [
          
          

          
         

 
          
          

] [
             
            

] 

Iterations - 432 44 

Time(sec) - 18.1326 3.4265 

2 

  [
 

 

 

 

 

 
] 0.3095    0.6905 0.3331    0.3020    0.3649 

  
0.0,  2.0,  -1.0 

0.0,  2.0,  2.0 

2.1635,   -0.5094,   - 

1.9276,    0.9890,   - 

-0.1301,  2.2033, -0.8613 

-0.0704,  1.8449, 2.0477 

Iterations - 243 95 

Time(sec) - 25.8143 10.1552 

3 

  [
 

 

 

 

 

 
    
 

 

 

 

 

 
] 0.137,0.133,0.15,0.065,0.198,0.12, 0.193 

0.012, 0.303, 0.082,  

0.078, 0.261,  0.260 

  
0, 0, -1,1, 0, 0 

0, 0, 0, 0, 1, -1 

1.014,-0.99,-0.37,0.85,-0.16,0.017,0.108 

-0.019,-0.147,-0.068,0.11,0.99,0.07,-0.97 

0.088,0.003,-1.000, 

1.030,  -0.134,  0.115 

0.279,-0.012,-0.212, 

0.022,0.983,  -0.951 

Iterations - 524 54 

Time(sec) - 79.7010 19.5016 
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Figure 5. Flow Chart for the Improve Algorithm 

5. Conclusion 

From the above experiments, it can be deduced that the proposed algorithm works well for 

variety of data sets. From experiment 1, it is concluded that convergence quality gets reduced 

with the decreasing number of data points. From experiment 2 and 3, it can be interpreted that 

convergence quality of the robust EM algorithm reduces as the overlap among clusters 

increases. Experiment 3 shows the interpretation of parameters on a variety of data sets. By 

repeating the above experiments, it is deduced that for obtaining accurate and precise results, 

two data clusters must be separated from each other with a distance greater than or equal to 

the sum of their variance in the relevant axes. 
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