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Abstract 

Cloud computing, Internet of things, social networks and other new services make human 

society's data type and size increase at unprecedented rates. In order to analyze and make use 

of the huge data resources, the effective data analysis technique needed to be used. Thus, an 

optimized fuzzy clustering method GAPSO-FCM is proposed in this paper. The GA and PSO 

algorithm is adopted in order to overcome FCM be sensitive to initial value and noise 

problems and easy to fall into local minimum value. The combination of PSO and GA 

algorithm can partly solve the problem that is easy to appear premature phenomenon to PSO 

algorithm. It improves the global search ability by combining GAPSO algorithm and FCM 

algorithm. At last, the algorithm is used to analyze the comprehensive economic strength of 

cities in the Yangtze River Delta. 
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1. Introduction 

The rise of cloud computing, Internet of things technology, data is increasing and 

accumulating in the hitherto unknown speed. In scientific research, computer simulation, 

Internet applications, e-commerce and other fields, the data quantity presents the fast growth 

tendency. In order to discover knowledge from data, guide people's decision, data need to be 

analyzed deeply. People not only need the data to understand what is happening now, but also 

need to predict what will happen by using data, so as to make active preparations in action. 

For example, by predicting GDP in advance, people can make future policy and planning. 

Regional economy is the production complex which is produced by the social economic 

activities and social economic relations of economic development in a certain area. It reflects 

the objective laws of economic development in different areas and the relation between the 

intension and extension. The spatial distributions of cities in Yangtze River Delta Area have 

become increasingly important. The development orientation of the central cities and 

sub-regional central cities is deeply concerned. From the comparison of the internal area of 

Yangtze River Delta, economic development of cities is imbalance since they are very 

different from each other. In order to have a more specific and clear understanding of the level 

of regional economic development in the Yangtze River Delta, the fuzzy clustering method is 

used to analyze the comprehensive economic strength of 16 cities. Thus it can be understood 
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clearly about the economic development between cities. 

In many of the clustering algorithms, the theory of fuzzy C-means (FCM) algorithm is 

relatively mature. It is deduced based on hard c means (HCM) [1]. The introduction of 

parameter m by Bezdek [2] makes the FCM objective function extended to the infinite family 

so the FCM algorithm becomes a general algorithm in this field. Bezdek [2] also discussed 

the problems of convergence of FCM, and proved it converge to an extreme value. In recent 

years, the FCM algorithm has become the key areas to further research. Then there are lots of 

researches applied this method in many fields [3-6]. Richard et al., [7] studied the effects of 

attribute weight of each data in FCM algorithm and achieved higher accuracy of clustering by 

changing the distribution of data. Fan [8] proposed a single point approximation weighted 

FCM algorithm. It is by means of probability statistics and sample attribute weights of the 

original data to adjust the data for the uniform distribution and it achieved good results. Li et 

al., [9] proposed a new fuzzy clustering algorithm based on feature weight according to 

different effects on each dimension vectors in pattern classification. Xing and Hua [10] 

proposed an adaptive expert model based on FCM in order to solve the problem of uneven 

distribution of samples. Li and Yu [11] studied on a fuzzy clustering algorithm for noise 

sensitive and less robust data problem. The traditional FCM algorithm is mainly to solve the 

clustering problem between data points in space. It is only suitable for the convex type data, 

but not applicable to non-convex data. Schikuta and Erhart[12] pointed that the Bang 

clustering system had improved in processing the data structure, but when increasing the data 

dimension, the effect is not ideal. The merits of FCM algorithm on the effect of data 

clustering depend on the initial values of parameters, such as the number of cluster C, the 

initial cluster center, index weight m and so on. Chiu [13] partly solve the problem of 

clustering number C and the initial cluster center selection, proposed an adaptive decision 

method of clustering number C and the initial clustering center. In order to determine the 

optimal clustering number C, the scholars construct many different validity criterion functions 

based on the indicators of compactness and separation. At present, the effective criterion 

function is mainly divided into two categories: 1. only related with fuzzy membership grade, 

such as 
P E

V  and 
P C

V  from Bezdek [2]. 2. Related with fuzzy membership grade and the 

classification data set itself, such as 
X B

V  from Xie [14], 
W S J

V  from Sun [15]. But it did not 

solve the problem that FCM algorithm is easy to fall into local minima and sensitive to the 

initial defects, poor stability and accuracy by the introduction of effective criterion function. 

Thus, some scholars adapted intelligent algorithm with FCM algorithm to solve the 

shortcomings of FCM. Zhu et al., [16] used iterative Self organizing Data Analysis 

Techniques Algorithm (ISODATA) and genetic algorithm (GA) to optimize the FCM 

algorithm and the convergence of the algorithm is proved. Although it can automatically 

search the optimal cluster number, the class center vector is not optimized. Thus, the optimal 

results become instability. Tang et al., [17] used Particle Swarm Optimization (PSO) into 

FCM to solve the problem of FCM which is much more sensitive to the initialization and 

easier to fall into local optimization. Chen et al [18] adapted simulated annealing (SA) to 

optimize the FCM algorithm and the problem of sensitivity with initial clustering center is 

solved by the method. 

In this paper, an optimized fuzzy clustering method GAPSO-FCM is proposed in order to 

overcome FCM be sensitive to initial value and noise problems and easy to fall into local 

minimum value. The overall structure of the study is as follows: In Section 2, the standard 

FCM algorithm is introduced. In Section 3, we introduce the Genetic algorithm and PSO 

algorithm. The concrete steps of the GAPSO-FCM algorithm are presented. In Section 4, the 

hybrid optimization algorithm is used to analyze the comprehensive economic strength of 

cities in the Yangtze River Delta. At last, a comprehensive analysis of the result of the 
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experiment is made in Section 5. 

 

2. Big Data and Data Mining 

The rapid growth of information brought demands for information analysis tool more and 

higher. People want to be able to automatically obtain the knowledge of potential significance 

from large amounts of data. The Data analysis system is also changing. Fig 1 shows the 

analysis platform of Facebook.  

Big data itself is a relatively abstract concept. Literally, it indicates that the data size is 

large. There is not a universally accepted definition for big data. Different definitions are from 

the characteristics of data and using these features to describe and summarize its definition. 

The representative view thinks big data should have 3 characteristics: volume, variety and 

velocity.  

Data mining, as an aspect of knowledge discovery, is to discover the implicit, effective, 

useful, comprehensible pattern from a large number of unordered data. Then find the useful 

knowledge and provide decision support for users. Among them, the clustering analysis is one 

of the main methods of data mining. It can be used as an individual tool to find the data 

distribution of some further information. It can also be used as a preprocessing step analysis 

of other data mining algorithms. In big data background, how to use the rapid processing of 

data clustering algorithm and solve the practical problems will become a hot issue. 

 

 

Figure 1. Architecture of the Analysis Platform in Facebook 

3. Standard FCM Algorithm 

Let { , 1, 2 , , , }
s

i i
X x i n x R    be the set of n metadata. FCM method is to divide X into 

c subsets and { , 1, 2 , , }
i

V v i c   are c clustering centers. The minimized objective function 

which is defined as 

2

1 1

( , )

c n

m

m ij ij

i j

J U V u d

 

                                                   

    (1) 
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Where 
i j

u  is the membership value, m  is the weighting parameter. 
i j

d  is the distance 

between two points that is shown bellow 

2

1

( )

s

ij j i jk ik

k

d x v x x



                                            (2) 

Where 1, 2, ,i c , 1, 2 , ,j n . 

And 
i

v  is the centroid of the ith cluster that is 

1 2
{ , , , }

i i i im
v v v v , 1, 2, ,i c        

The cluster centers are calculated by the following equation:  

1

1

n

m

ij jk

j

ik n

m

ij

j

u x

v

u











                                                     (3) 

Where 1, 2, ,i c , 1, 2 , ,j n .  

The membership functions is updated by the following equation 

1
2

1

1

( 1) ( )

c
ij

m

ij

k k j

d
u s

d







 
   

 
 

                                                   (4) 

In addition the sum of 
i j

u  should meet the following condition 

1

1

c

ij

i

u



  (1 j n  ) ; 0 1
i j

u  , ,i j ;                                      (5) 

Finally, the termination condition is determined by: 

( 1 ) ( )r r
U U 


                                                (6) 

where   is error level for the termination of iteration which varies between 0 and 1. And the 

procedure of FCM algorithm is described in Figure 2. 

 

 

Figure 2. The Procedure of FCM Algorithm 
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4. Optimized FCM Algorithm 
 

4.1. Principle of GA Algorithm and PSO Algorithm 

The Genetic algorithm (GA) is widely used in many fields [19-22]. The optimum solution 

of Genetic algorithm (GA) is based on an iterative search from individuals. The algorithm 

first initializes population and randomly generates chromosome set in certain scale. Then 

calculate the fitness value of each individual. Do copy operation based on selection operator. 

Crossover operation is performed on the basis of crossover operator and mutation operation is 

according to the mutation operator. Determine whether the termination condition is satisfied. 

If it meets the condition, then output optimal solution. Otherwise repeat the above steps 

except initialization operation. The flow chart of GA algorithm is shown in Figure 3. 

 

Figure 3. Flow Chart of GA Algorithm 

In 1995, Eberhart and Kennedy [23] proposed the Particle Swarm Optimization (PSO) 

algorithm. The PSO also has been applied in a wide variety of applications [24-27]. The 

algorithm can be described as follows: A group of m particles fly at certain speed in search 

space. Each particle considers the history best point of itself and the history best point of the 

other particles within population in the search. Then the particle changes its position on this 

basis. 

The position of lth particle is  

1 2
( , , , )

l l l ls
x x x x   

The speed of lth particle is 
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1 2

( , , , )
l l l ls

v v v v  

The history best point of lth particle is 

          
1 2

( , , , )
l l l ls

p p p p  

The history best point of the group is 

          
1 2

( , , , )
g g g g s

p p p p  

The updating formula of particle about speed and position is 

  ( 1 ) ( ) ( ) ( ) ( ) ( )

1 1 2 2
( ) ( )

t t t t t t

i j i j i j i j g j i j
v w v c p x c p x 


                                         (7) 

  ( 1 ) ( ) ( 1 )t t t

i j i j i j
x x v

 
                                                           (8) 

Where w  is inertia weight. 
1

c  and 
2

c  are learning factors. 
1

  and 
2

  are random 

numbers subjects to the uniform distribution in the interval of [0 ,1] . 

Generally, the particle should have good exploration ability at the beginning of the flight 

and have good development ability later. Thus, a time varying weight can be achieved to the 

target. Let 

  m a x m i n

m a x
*

_ m a x
i

w w
w w i

Iter


                                                      (9) 

Where 
m in m ax

[ . ]
i

w w w , _ m a xI te r  is the maximum number of iterations. 

In order to let the particle has better self-learning ability and smaller social learning ability 

at the beginning and has smaller self-learning ability and better social learning ability later, 

the learning factors can be described like 

  
1 1 1 1

( )
_ m ax

b a a

Ite r
c c c c

Ite r
                                                   (10) 

2 2 2 2
( )

_ m ax
b a a

Ite r
c c c c

Ite r
                                                  (11) 

Where 
1 1 2 2

, , ,
a b a b

c c c c  are initial value and final value of 
1

c ,
2

c , Ite r  is current number of 

iterations. 

 

4.2. Process of GAPSO-FCM 

The GA algorithm is used to find the optimal number of clusters. And use the validity 

criterion function as its fitness function. The PSO algorithm is adopted to optimize the central 

vector of clusters. Here the valid criterion function 
W S J

V  [15] is  

  
m a x

( )
( , , ) ( )

( )
W S J

S ep c
V U V c S ca t c

S ep c
                                              (12) 

Where  1

1
( )

( )
( )

c

i

i

V
c

S c a t c
X









                                                (13) 
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s T
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1
( ) ( )
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p

p p

j

j

X x x
n





                                                     (16) 

2

1

1
( ) ( )

n

p p p

i ij j i

j

V u x V
n





                                                   (17) 

  
1

1
n

j

j

x x
n 

                                                               (18) 

The flow chart of the GAPSO-FCM algorithm is shown in Figure 3. The algorithm process 

is as follows: 

Step 1: Randomly generate the binary population 
1 2

{ , , , }
k k k

k n
G G G G which length is l+2 

and size is n. From the beginning of k=0, the top l digits is for binary code, the (l+1)th digit is 

decimal code corresponding to the binary code. The (l+2)th digit is fitness function value of 

the individual. For example, assume the binary code of k

i
G  is (001010), then the 

chromosome length is 8. The coding structure is shown in Table 1. 

Table 1. Coding Structure of Chromosome 

0 0 1 0 1 0 11 f(v) 

Step 2: Calculate ( 1, 2 , , )
k

i
c i n  of the individual ( 1, 2 , , )

k

i
G i n . That is turning the 

binary code to decimal code. 

Step 3: Code the clustering center of k

i
V . Randomly generate the population which has m 

particles. 
1 2

( , , , )
T

m
x x x x . The position of lth particle is 

1 2
( , , , )k

i
l l l lc

x x x x , 1, 2 ,l m . 

The component of 
l

x  represents the clustering center. Initialize the position 
l

x and speed 
l

v  

of particles. The position of each particle is a k

i
c n  matrix, where k

i
c  is the numbers of 

clustering center. n  is the number of samples.  

Step 4: Calculate the membership matrix according to Eq.(4) 

(0 ) ( (0 )) k

i

k k

ij c n
U u


  

Step 5: If  

m ax[ ( 1) ( ) ]
k k

ij ij
ij

u t u t      

Then go to step 8, otherwise go to step 6. 

Step 6: Set the fitness function of PSO algorithm be 

 
1

( )
( , ) 1

l

m

f x
J U V




                                                       (19) 

Then calculate the fitness value of each particle. For each particle, compare its fitness value 

with the individual best position fitness value ( )
l

f p . If ( ) ( )
l l

f x f p , use the current 

location to update individual historical best position. In addition, compare the individual best 
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position fitness value ( )
l

f p  with the group best position fitness value ( )
g

f p . If 

( ) ( )
l g

f p f p , use the individual historical best position to update the group best position. 

Step 7: Update the position and speed of particles, then go to Step 4. 

Step 8: Calculate the fitness function * *
( , , ) ( )

i
G U V c f v , ( )f v  is the function about the 

valid criterion function 

Step 9: Let * * * *
( , , ) m a x (m in ) ( , , )

i i
G U V c G U V c , *

i
c  is the optimal individual of current 

population. Keep the optimal individual of current population, and then do the selection 

operation, crossover operation and mutation operation. A new population 
1 1 1

1 1 2
{ , , , }

k k k

k n
G G G G

  


 will be get from above operation. Then turn back to Step2. When the 

algorithm reaches the maximum number of iterations, the algorithm terminates. 

 
Initialize population

Computing clustering number 

c corresponding to each 

individual

Optimize clustering center 

vector using PSO algorithm

Initialize the particle 

position and Speed

Calculate the 

membership matrix

max ( 1) ( )k k

ij iju t u t   

Calculate  fitness value of 

each particle and  update 

the position and speed

N

Calculate the fitness 

function value of GA

Selection operation

crossover operation

Mutation operation

reach

termination condition?

Output

Y

N

Y

 

Figure 4. Flow Chart of the GAPSO-FCM Algorithm 

5. Model Construct and Experiment 

The GAPSO-FCM algorithm is adopted to estimate the economic development level of 

regional economy in Yangtze River Delta Area. 16 cities are considered in Yangtze River 
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Delta Area of china in this study. There are Shanghai, Nanjing, Hangzhou, Ningbo, Suzhou, 

Wuxi, Zhenjiang, Changzhou, Nantong, Yangzhou, Taizhou (Jiangsu), Shaoxin, Huzhou, 

Jiaxing, Zhoushan and Taizhou (Zhejiang). 

In order to eliminate the influence of the unit, the data standardization method should be 

used. The method is shown in Eq. (20) 

* m in

m ax m in

x x
x

x x




                                                        

(20) 

In addition, a scientific and complete index system needs to be established in order to 

better evaluate the city development ability. The evaluation index system of economic 

development level is given in Table 2. 

Table 2. Evaluation Index System 

Variable First level index Second level index unit 

X1 
City development level factor 

Total retail sales of social consumer goods Million yuan 

X2 Total wages of workers in cities and towns Million yuan 

X3 

industrialization level factor 

Gross industrial production  per capita Yuan 

X4 Total profits of industrial enterprises Million yuan 

X5 
Main business income of industrial 

enterprises 
Million yuan 

X6 Average balance net value of fixed assets Million yuan 

X7 
Regional industrial structure 

factor 

GDP contribution rate of second industry % 

X8 GDP contribution rate of third industry % 

X9 Proportion of non-agricultural industries % 

X10 
Potential economic 

growth factor 

Regional revenue accounted for the 

proportion of GDP 
% 

X11 
Balance of deposits in financial institutions 

at the end of the year  
Million yuan 

X12 
 Total economy level factor 

GDP Million yuan 

X13 Total fiscal revenue Million yuan 

The evaluation index system includes five first index such as city development level factor, 

industrialization level factor, regional industrial structure factor, potential economic 

growth factor and total economy level factor. It also has thirteen second level index, such as 

total retail sales of social consumer goods, main business income of industrial enterprises, 

GDP and so on. 

Then we construct the GAPSO-FCM model through these indexes. The result of the 

algorithm is shown in Table 3 and Table 4. The Figure 5 shows the fitness curve of 

GAPSO-FCM algorithm. 
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Figure 5. Fitness Curve of GAPSO-FCM Algorithm 

Table 3. The Result of GAPSO-FCM Algorithm 

Cases City category 

1 Shanghai 1 

2 Nanjing 3 

3 Hangzhou 3 

4 Ningbo 3 

5 Suzhou 2 

6 Wuxi 3 

7 Zhenjiang 4 

8 Changzhou 4 

9 Nantong 4 

10 Yangzhou 4 

11 Taizhou(Jiangsu) 4 

12 Shaoxin 4 

13 Huzhou 4 

14 Jiaxing 4 

15 Zhoushan  4 

16  Taizhou(Zhejiang) 4 

Table 4. City Classification 

category cities 

1 Shanghai 

2 Suzhou 

3 Hangzhou, Nanjing, Wuxi, Ningbo 

4 

Zhenjiang, Changzhou, Nantong, Yangzhou, 

Taizhou(Jiangsu), Shaoxin, Huzhou, Jiaxing, Zhoushan and 

Taizhou(Zhejiang) 
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6. Result Analysis and Conclusion 

According to the results of GAPSO-FCM algorithm, the Yangtze River Delta Area is 

divided into four regions through comprehensive analysis and comparison. Then the law of 

economic development of 16 cities in Yangtze River Delta Area is reflected by analysis the 

different cities from different categories. 

The first category, Shanghai, is the fastest growing economic region in the Yangtze River 

Delta Area. Shanghai is the most comprehensive strength of the city. The GDP etc. which 

reflect the city’s economic development level is much higher than the other cities. And the 

social development, economic development and the level of opening up are comprehensive 

optimal. Undoubtedly Shanghai is the most suited to the region's economic center. Overall, 

Shanghai should maintain and strengthen the core status of the region and the vitality of 

economic development. At the same time, it needs to pay attention to prevent the emergence 

of hollow phenomenon which is often appearing in the western cities and maintain 

the prosperity of city. 

The second category, Suzhou, the overall strength of the Suzhou is after Shanghai. Suzhou 

is the second circle of development in Yangtze River Delta. The economic development of 

Suzhou is relatively slow according to Shanghai. But it is also in the upstream level. Suzhou 

as the fulcrum of Shanghai and Wuxi will have strong development and play an irreplaceable 

role in the Yangtze River Delta Area. Suzhou should maintain the advantages in the future 

development, and speed up the urban sustainable development, improve the development 

level of city. 

The third category includes Hangzhou, Nanjing, Wuxi, Ningbo. The economic 

development of these four cities is quite equal. They all have their distinctive aspects and are 

the second circle of development in Yangtze River Delta. These cities should work together to 

promote the overall development of the region. Hangzhou is the pivot of Shanghai and 

Zhejiang province. It is also the capital city of Zhejiang province. The comprehensive 

economic strength of Wuxi and Ningbo is equal to Hangzhou. They all have a strong 

economic strength and play an irreplaceable role. Nanjing is the pivot of Shanghai and 

Suzhong, Subei. It also connects with the vast hinterland, such as Anhui province. Nanjing is 

the capital city and has excellent development environment. It plays a leading role in the 

regional economy. These four cities should continue to strengthen the regional 

communication function and economic function to lead the region developing fast. 

The fourth category includes Zhenjiang, Changzhou, Nantong, Yangzhou, 

Taizhou(Jiangsu), Shaoxin, Huzhou, Jiaxing, Zhoushan and Taizhou(Zhejiang). The scale of 

the city in this category is small. They should continue to strengthen communication with 

other cities and accelerate their economic development in the macro environment. At the 

same time, these cities should pay more attention to their respective characteristics. In 

addition, district and county economy is one of the key factors to the local economy. The 

radiation effect of central cities was not obvious in the cities of this category. So it can be 

considered to establish some core cities to drive the development of the new part of the city 

so as to better realize regional integration. 
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