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Abstract 

Nowadays, much attention has been paid to intrusion detection system (IDS) which is 

closely linked to the safe use of network services. Several machine-learning paradigms 

including neural networks, linear genetic programming (LGP), support vector machines 

(SVM), Bayesian networks, multivariate adaptive regression splines (MARS) fuzzy inference 

systems (FISs), etc. have been investigated for the design of IDS. In this paper, we develop a 

hybrid method of C5.0 and SVM and investigate and evaluate the performance of our 

proposed method with DARPA dataset. The motivation for using the hybrid approach is to 

improve the accuracy of the intrusion detection system when compared to using individual 

SVM and individual SVM.  

 

Keywords: Data Mining, Intrusion Detection System(IDS), Support vectors machines 

(SVM), C5.0 Algorithm 

 

1. Introduction 

The rapid development and popularity of Internet is resulted to the security of networks is 

increasingly become great significance and it has been a focus in the current research. 

Nowadays, much attention has been paid to intrusion detection system (IDS) which is closely 

linked to the safe use of network services. However, it is not easy to discern the attack and the 

normal network visit [1]. 

In today’s intrusion detection system (IDS), large-scale data clustering and classification 

have become increasingly important and a challenging area. Although various tools and 

methods have been proposed, few are sufficient and efficient enough for real applications due 

to the exponential growing-in-size and high dimensional data inputs [2]. 

Intrusion Detection Systems (IDSs) are designed to defend computer systems from various 

cyber attacks and computer viruses. IDSs build effective classification models or patterns to 

distinguish normal behaviors from abnormal behaviors that are represented by network data. 

There are two primary assumptions in the research of intrusion detection: (1) user and 

program activities are observable by computer systems (e.g., via system auditing 

mechanisms), and (2) normal and intrusion activities must have distinct behaviors [2]. 

In the intrusion detection field two different approaches can be observed: misuse detection 

and anomaly detection. The main idea behind misuse detection is to represent attacks in a 

form of a pattern or a signature in such a way that even variations of these attacks can be 

detected. Based on these signatures, this approach detects attacks through a large set of rules 

describing every known attack. The main disadvantage of the signature based approach is its 

difficulty for detecting unknown attacks. The main goal of the anomaly detection approach is 

to build a statistical model for describing normal traffic. Then, any deviation from this model 
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can be considered an anomaly, and recognized as an attack. Notice that when this approach is 

used, it is theoretically possible to detect unknown attacks, although in some cases, this 

approach can lead to a high false attack rate. This ability to detect unknown attacks has been 

the cause of the increasing interest in developing new techniques to build models based on 

normal traffic behavior in the past years [3]. 

The anomaly detection approach has been a very active research topic inside the machine 

learning community and it has been the subject of many articles over the past years. One of 

the most successful approaches is based on the idea of collecting data only from network 

normal operation. Then, based on this data describing normality, any deviation would be 

considered an anomaly [3]. 

Several machine-learning paradigms including Hidden Markov Model ,HMM [4], support 

vector machines, SVM [2], artificial neural networks, ANN [1],Bayesian networks, 

multivariate adaptive regression splines (MARS) fuzzy inference systems (FISs) [5], etc. have 

been investigated for the design of IDS. In this paper, we investigate and evaluate the 

performance of SVM and hybrid C5.0–SVM approach. The motivation for using the hybrid 

approach is to improve the accuracy of the intrusion detection system when compared to 

using individual approaches. The hybrid approach combines the best results from the different 

individual systems resulting in more accuracy. The rest of the paper is organized as follows. 

The Literature review is presented in Section 2 followed by a short theoretical background on 

Intrusion Detection Systems methods. Experimental results and analysis is presented in 

Section 4 and conclusions presented at the end. 

 

2. Related Work 

Different techniques and approaches have been used in later developments [6-9]. The main 

techniques used are statistical approaches, predictive pattern generation, expert systems, 

keystroke monitoring, model-based Intrusion detection, state transition analysis, pattern 

matching, and data mining techniques [9]. 

Statistical approaches compare the recent behavior of a user of a computer system with 

observed behavior and any significant deviation is considered as intrusion. This approach 

requires construction of a model for normal user behavior. Any user behavior that deviates 

significantly from this normal behavior is flagged as an intrusion. Intrusion detection expert 

system (IDES) exploited the statistical approach for the detection of intruders.  

In an expert system, knowledge about a problem domain is represented by a set of rules. 

These rules consist of two parts, antecedent, which defines when the rule should be applied 

and consequent, which defines the action(s) that should be taken if its antecedent is satisfied. 

A rule is fired when pattern-matching techniques determine that observed data matches or 

satisfies the antecedent of a rule. The rules may recognize single auditable events that 

represent significant danger to the system by themselves, or they may recognize a sequence of 

events that represent an entire penetration scenario. There are some disadvantages with the 

expert system method. An intrusion scenario that does not trigger a rule will not be detected 

by the rulebased approach. Maintaining and updating a complex rule-based system can be 

difficult. Since the rules in the expert system have to be formulated by a security professional, 

the system performance would depend on the quality of the rules. 

The model-based approach attempts to model intrusions at a higher level of abstraction 

than audit trail records. The objective is to build scenario models that represent the 

characteristic behavior of intrusions. This allows administrators to generate their 

representation of the penetration abstractly, which shifts the burden of determining what audit 

records are part of a suspect sequence to the expert system. This technique differs from 
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current rule-based expert system techniques, which simply attempt to pattern match audit 

records to expert rules [5].  

The pattern matching approach encodes known intrusion signatures as patterns that are 

then matched against the audit data. Intrusion signatures are classified using structural inter 

relationships among the elements of the signatures. These structural interrelationships are 

defined over high level events or activities, which are themselves, defined in terms of low-

level audit trail events. This categorization of intrusion signatures is independent of any 

underlying computational framework of matching. The patterned signatures are matched 

against the audit trails and any matched pattern can be detected as intrusion. Intrusions can be 

understood and characterized in terms of the structure of events needed to detect them. This 

system has several advantages. The system can be clearly separated into three parts, intrusion 

signatures as patterns, the audit trails as an abstracted event stream and the detector as a 

pattern matcher. This makes different solutions to be substituted for each component without 

changing the overall structure of the system. Pattern specifications are declarative, which 

means pattern representation of intrusion signatures can be specified by defining what needs 

to be matched than how it is matched. Declarative specification of patterns enables them to be 

exchanged across different operating systems with different audit trails. Intrusion signatures 

can be moved across sites without rewriting them as the representation of patterns is 

standardized. However, there are few problems in this approach. Constructing patterns from 

attack scenarios is a difficult problem and needs human expertise. Attack scenarios that are 

known and constructed into patterns by the system can only be detected. Attacks involving 

spoofing and passive methods of attack like wire-tapping cannot be detected [5]. 

The data mining approach has become an increasingly important research area in mining 

audit data for automated models for intrusion detection since explosive growth in databases 

has created a need to develop technologies that use information and knowledge intelligently. 

Classification, clustering, association, Regression, Sequence discovering, data visualization 

and prediction are usually the common methods in of building intrusion detection models is 

depicted. These methods are applied to audit data to compute models that accurately capture 

the actual behavior of intrusions as well as normal activities. The main advantage of this 

system is automation of data analysis through data mining, which enables it to learn rules 

inductively replacing manual encoding of intrusion patterns. The problem is it deals mainly 

with misuse detection, hence some novel attacks may not be detected [5].  

Artificial neural network (ANN) is another data mining approach taken in Intrusion 

detection. An ANN consists of a collection of processing elements that are highly 

interconnected and transform a set of inputs to a set of desired outputs. Neural networks have 

been used both in anomaly intrusion detection as well as in misuse intrusion detection. A 

neural network for misuse detection is implemented in two ways. The first approach 

incorporates the neural network component into the existing or modified expert system. This 

method uses the neural network to filter the incoming data for suspicious events and forwards 

them to the expert system. This improves the effectiveness of the detection system. The 

second approach uses the neural network as a standalone misuse detection system. In this 

method, the neural network receives data from the network stream and analyzes it for misuse 

intrusion. There are several advantages to this approach. It has the ability to learn the 

characteristics of misuse attacks and identify instances that are unlike any which have been 

observed before by the network. It has a high degree of accuracy to recognize known 

suspicious events. Neural networks work well on noisy data. The inherent speed of neural 

networks is very important for real time intrusion detection. The main problem is in the 

training of neural networks, which is important for obtaining efficient neural networks. The 

training phase also requires a very large amount of data [5].  
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SVM are learning machines that plot the training vectors in high-dimensional feature 

space, labeling each vector by its class. SVMs classify data by determining a set of support 

vectors, which are members of the set of training inputs that outline a hyper plane in the 

feature space. SVM have proven to be a good candidate for intrusion detection because of 

their speed. SVM are scalable as they are relatively insensitive to the number of data points. 

Therefore the classification complexity does not depend on the dimensionality of the feature 

space; hence, they can potentially learn a larger set of patterns and scale better than neural 

networks. 

Hybrid Intelligent Systems (HIS) of data mining methods offer many alternatives for 

unorthodox handling of realistic increasingly complex problems, involving ambiguity, 

uncertainty and high-dimensionality of data in Intrusion detection system. HIS are free 

combinations of computational intelligence techniques to solve a given problem, covering al 

computational phases from data normalization up to final decision making. Specifically, they 

mix heterogeneous fundamental views blending them into one effective working system [10]. 

The combined method selection is important in HIS to approve detection precise. 

 

3. Proposed Method 

A Hybrid approach is proposed for IDS, The idea behind this approach is to provide 

mechanisms for improving the detection precise. To introduce the proposed method, it is 

necessary to give a brief review of SVMs, C5.0 and thair framework intrusion detection. 

 

3.1. SVM Classifier 

SVM is developed on the principle of structural risk minimization. It is one of the learning 

machines that map the training patterns into the high-dimensional feature space through some 

nonlinear mapping. SVM has been successively applied to many applications in the 

multiclass classification [11]. By computing the hyper plain of a given set of training samples, 

a support vector machine builds up a mechanism to predict which category a new sample falls 

into (Figure 1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Separating Hyperplabe with SVM 
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In an SVM, a data point is viewed as a vector in the d-dimensional feature space. Assume 

that all data points belong to either class A or class B. Each training data point    can be 

labeled by     based on (1): 

 

   {
                 
                  

 (1) 

 

Thus as it is shown in Figure 2, the training data set can be denoted as 

 

                                (2) 

Data points with label 1 and −1 are referred to as positive and negative points, respectively. 

In the linear separable case, there are many hyperplanes which might separate the positive 

from the negative points. The algorithm simply looks for the largest margin separating 

hyperplane, where the ‘‘margin’’ of a separating hyperplane is defined to be the sum of the 

distances from the hyperplane to the closest positive and negative points (see Figure 1). In 

order to compute the margin of a separating hyperplane  , consider the hyperplanes    and 

   that contain the closest positive training points and the closest negative training points to 

 , respectively: 
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Where   is the normal to   and   is the distance from   to the origin. Obviously,  ,   , 

and    are parallel. In addition, 
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Figure 2, Data Points and Their Classes 

In the case of the data points are linearly separable, above method can classify points by a 

linear hyperplane. But data points are nonlinearly separable, other approaches ore used for 

data classification such as the use of a kernel function to create a nonlinear decision 

boundary. A kernel function takes a data set and transforms it into a higher dimension through 
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the use of some function (common ones include radial basis functions, Gaussian functions, 

and sigmoidal functions) [1, 2, 12]. 

 

3.2. C5.0 Algorithm 

Classification is an important technique in data mining, and the decision tree is the most 

efficient approach to classification problems. The input to a classifier is a training set of 

records, each of which is a tuple of attribute values tagged with a class label. A set of attribute 

values defines each record. A decision tree has the root and each internal node labeled with a 

question. The arcs emanating from each node represent each possible answer to the associated 

question. Each leaf node represents a predication of solution to the problem under 

consideration. C5.0, one of methods that be used to build a decision tree, is a commercial 

version of C4.5. 

A C5.0 model is based on the information theory. Decision trees are built by calculating 

the information gain ratio. The algorithm C5.0 works by separating the sample into 

subsamples based on the result of a test on the value of a single feature. The specific test is 

selected by an information theoretic heuristic. This procedure is iterated on each of the new 

subsample and keeps on until a subsample cannot be separated or the partitioning tree has 

reached the threshold. The information gain ratio is defined as: 
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(5) 

Where in equation (5),   is a database state,       finds the amount of order in that state, 

when the state is separated into               . 
The method of C5.0 is very robust for handling missing data and in a large number of input 

fields [13]; therefore, C5.0 is used to evaluate our features in this paper. 

 

3.3. Hybrid Decision tree–SVM (DT– SVM) Approach 

A hybrid intelligent system uses the approach of integrating different learning or decision-

making models. Each learning model works in a different manner and exploits different set of 

features. Integrating different learning models gives better performance than the individual 

learning or decision-making models by reducing their individual limitations and exploiting 

their different mechanisms. In a hierarchical hybrid intelligent system each layer provides 

some new information to the higher level [5]. The overall functioning of the system depends 

on the correct functionality of all the layers. Figure 3 shows the architecture of the hybrid 

intelligent system with C5.0 and SVM. The data set is first passed through the C5.0 and node 

information is generated. Node information is determined according to the rules generated by 

the C5.0. All the data set records are assigned to one of the terminal nodes, which represent 

the particular class or subset. This node information (as an additional attribute) along with the 

original set of attributes is passed through the SVM to obtain the final output. The key idea 

here is to investigate whether the node information provided by the C5.0 will improve the 

performance of the SVM. 
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Figure 3 Architecture of the Hybrid Intelligent System with C5.0 and SVM 

4. Experiments 

This section evaluates the performance of the individual SVM and proposed hybrid C5.0-

SVM for detection. In the individual SVM and proposed hybrid C5.0-SVM algorithms, the k-

fold method is used to evaluate the accuracy of classification, and output the best test 

accuracy and decision rules. This study set k as 10; that is, the data was divided into 10 
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portions. Nine portions of data are retrieved as training data and the other one is used for 

testing data. In experiments, the parameter C and   of SVM varies from 0.01 to 50,000.  

 

4.1. Data Set and Evaluation Criteria 

In this paper, the KDD Cup 1999 intrusion detection contest data is used to demo the 

superiority of the proposed algorithm. The KDD’99 dataset contains normal data and four 

types of attack: probing, denial of service (DoS), user to root (U2R), and remote to local 

(R2L). The four types of attack are shown in Figure 4.  

In Figure 1, probing is one type of attacks that attackers can scan a network of computers 

to gather information or find known vulnerabilities. Denial of service is one type of attacks 

that attackers make some computing or memory resources too busy or too full to handle 

legitimate requests, or denies legitimate users access to a machine. User to root (U2R) is one 

type of attacks that attackers start out with access to a normal user account on the system and 

able to exploit system vulnerabilities to gain root access to the system. Remote to user (R2L) 

is one type of attacks that attackers who do not have an account on a remote machine over the 

network and exploit some vulnerability to gain local access as users on that machine.  

There are 41 features in the KDD’99 dataset, where 32 features are continuous variable 

and other 9 features are nominal variable. Experiments were performed using an Intel Core 2 

Duo, 2.1 GHz processor with 2 GB of RAM. We have implemented a C5.0 approach on data 

sets with WEKA 3.7.8. 

 
Attack type Attack name 
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Figure 4. The Four Types of Attack for KDD’99 Dataset 

The following measurements which are often used to evaluate the efficiency of the 

classifier, is used in this research: 

 True positive (   ): The number of sample that is correctly classified into the 

ith class; 

 False positive (   ): The number of samples being wrongly classified into 

the ith class; 

 True negative (   ): The number of outer samples that is correctly classified; 
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 False negative (   ): The number of ith class samples which is wrongly 

classified into the other classes; 

 Precision =
∑   

∑       
 

On the other hand, classifier is evaluated with 10-fold cross validation, which is a 

technique for estimating the performance of a classifier. First, the original samples are 

randomly partitioned into 10 subsets. Secondly, one subset is singled out to be the testing data 

and the remaining 9 subsets are treated as training data. Afterwards, the cross validation 

process repeat 10 times and the estimation accuracy of the classifier can be evaluated by the 

average accuracy of the ten estimations. 

The 10-fold cross validation is more popular in the circumstances of huge data set, 

compared with the Leave-one-out crossvalidation. The latter is usually very time expensive 

according to the high complexity of training times [1]. 

 

4.2. Quality of Classification 

To illustrate the effectiveness of the proposed algorithm, the experiment results are shown 

from Table 1 and Figure 5. As shown in Table 1, the precise of classification for the proposed 

algorithm is 99.96%, and it outperforms individual SVM. The obtained confusion matrix 

resulted from methods on the training dataset are shown in Table 1 presents the 5-type 

classification in details: normal data, probing, DoS, U2R, and R2L.  

Table 1. The Classification Precise of Classification for Various Approaches 

Class 

Hybrid intelligent system with C5.0 and SVM Individual SVM [1] ,  [11]  

True 
classification 

(       ) 

False 
classification 

(       ) 

Precision 

(
∑   

∑       
) 

True classification 

(       ) 

False 
classification 

(       ) 

Precision 

(
∑   

∑       
) 

Normal 27619 147 99.47058 27319 389 98.59607 

Probe 5045 0 100 5011 34 99.32607 

DOS 379608 1 99.99974 379140 469 99.87645 

U2R 35 0 100 31 4 88.57143 

R2L 47 0 100 39 8 82.97872 

Average 

precise 
99.96412139 99.78081873 

 

As it is shown in Table 1, for Hybrid C5.0-SVM method there is no misclassification for 

probe, U2R and R2L attacks and Hybrid C5.0-SVM method can detects these attacks with 

100% precise. Only one instance of DOS attack that is misclassified as normal data and 147 

instances of normal that are misclassified as attack data. This means that the proposed 

algorithm can efficiently learn attacks with their appropriate types. Figure 5. To Compare the 

Precise of C5.0-SVM and Individual SVM for 5-types Attacksshows the hybrid C5.0-SVM 

has a high performance for 5-types attacks compared to individual SVM.  
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Figure 5. To Compare the Precise of C5.0-SVM and Individual SVM for 5-types 

Attacks 

5. Conclusions 

In this research, we have investigated some new techniques for intrusion detection and 

evaluated their performance based on the benchmark KDD Cup 99 Intrusion data. We have 

explored C5.0 and SVM as intrusion detection models. Next we designed a hybrid C5.0–

SVM model. Empirical results reveal the hybrid C5.0–SVM approach improves or delivers 

equal performance for all the classes (attacks and normal) when compared to a direct SVM 

approach. The hybrid C5.0–SVM approach gave the best performance for probe, U2R and 

R2L attacks. It gives 100% accuracy for probe, U2R and R2L attacks. 
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