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Abstract 

In the mobile Internet era, the use of intelligent mobile terminal equipment will become 

more and more popular, especially in terms of using mobile phones for information 

collection in outdoor environments. Speech recognition technology is a very friendly 

method of interpersonal interaction, and using it for data acquisition will greatly improve 

collection efficiency. In this study, based on the theory of the HMM model, we build a wild 

information acquisition system which is based on offline continuous speech recognition 

through open source tools such as HTK and Sphinx. The system is able to efficiently solve 

some difficult problems, such as bad signals, inability to recognize rarely used 

terminology, and low speed of recognition. 

 
Keywords: offline speech recognition; Chinese word segmentation; filed information 

acquisition 

 

1. Introduction 

With the rapid development of mobile Internet technology, many types of mobile 

terminal devices have appeared, the prices of which are constantly decreasing, the 

functions are becoming more and more powerful, and the performance is getting better 

and better. In particular, smart phones and touchpad computers have become very popular, 

and new application software for these devices has also appeared frequently, greatly 

changing people's life and work styles, thus signifying that we have entered the era of 

mobile Internet. As for field information acquisition, in the past people only used manual 

records, of which the efficiency is quite low. Now we may consider using our smart 

phone or touchpad, greatly improving the efficiency of information acquisition. 

For smart phones, if using traditional Chinese language input signifies being written by 

hand, it actually requires two hands; if using the Chinese pinyin input method, a single 

word will require the input a large number of letters. Neither of these input methods is 

very efficient. With speech recognition, a very friendly input method, the user only needs 

to say what he or she wants to enter to the mobile terminal device, then it can 

automatically quickly translate the voice data into the text data, and realize data entry. In 

the speech recognition technology file, speech recognition technology, which is based on 

cloud sharing, is currently used widely. Some companies have been more successful in 

this area, such as IFLYTEK, Baidu and Tencent. However, these programs can only 

identify words which are used commonly in our day-to-day life. Moreover, they require 

continuously connecting to a network and the speed of network also affects its recognition 

speed. In the field of information acquisition, sometimes there are no network signals in 
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some places, thus we cannot guarantee that the device is continuously connected to a 

network, and for information acquisition in some industries we will encounter some 

uncommon words, and these programs cannot meet these requirements. However, offline 

speech recognition trains the speech model for a specific application, and the model saved 

in the mobile terminal does not need to be connected when the speech recognition is used, 

so that it can effectively meet the requirements of field information acquisition. 

The purpose of field information acquisition is saving data within the mobile terminal 

device after collecting the data, then synchronizing the local data to the server when 

connected to a network. But the results of speech recognition form a string that cannot be 

directly deposited in the database, a task which would require use of Chinese word 

segmentation ion technology. Using this technology we may divide the string into phrases, 

then show them at the corresponding positions of the location system collection page, and 

finally save them in the local database. 

 

2. Speech Recognition 

The goal of speech recognition is to allow the machine to understand the words used by 

people, that is, in all cases, to accurately identify the content of speech, and execute orders 

of people according to their information for various purposes [1]. Speech recognition is an 

interdisciplinary field including related signal processing, mode recognition, probability 

theory, information theory, voice detection, artificial intelligence, and so on. Its goal is to 

convert the content of the speech to the input so that the computer can recognize it and 

achieve a more natural human-computer interaction. Speech recognition technology is 

based on the cloud networked processing and offline processing methods. The current 

mainstream speech recognition software uses the former method, the Internet-based 

cloud-processing method; specifically, the client inputs speech, the server performs 

speech recognition, and sends the results back to the client. The advantages of this 

technology include the following: 1) the powerful voice processing capabilities of the 

server; 2) saving client storage space of the linguistic model, the acoustic model and the 

dictionary; and 3) identifying a large amount of common vocabulary. However, it cannot 

identify uncommon industry-specific terminology, and is unable to guarantee processing 

speed or recognize uncommon words when not connected to a network. Accordingly, in 

this paper we mainly introduce offline-based speech recognition technology. 

The speech recognition process, as shown in Figure 1, includes the model 

preparation phase and speech recognition phase. The main task in the model preparation 

phase includes completing the text data training, voice data training, establishment of 

language models and dictionaries according to text training data, and establishing acoustic 

models based on voice training data. Speech recognition mainly includes the input of the 

speech signal (i.e. words spoken by a person), preceding treatment, and feature extraction 

of the processed speech signal, then it searches and matches feature data with the 

dictionary and model base, and finally outputs the recognition result. 
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Figure 1. Speech Recognition Process 
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There are many speech recognition algorithm models, among which the more 

important are DTW, HMM, SVM (Support Vectors Machine, SVM) [2], ANN (Artificial 

Neural Network, ANN) [3], and Gaussian Mixture Model (Gaussian Mixture Model, 

GMM). DTW and HMM are the most widely used and best types of algorithms. This 

paper mainly applies HMM models and uses HTK (Hidden Markov Model Toolkit) tools 

to achieve offline speech recognition. HTK is a toolbox for the modular processing hidden 

Markov model. Developed using C language at the Intelligence Laboratory in the 

Department of Engineering of the University of Cambridge, after Entropic Corporation 

and Microsoft Corporation's continuous improvement, as well as providing data 

preparation, HMM training, speech recognition and data analysis tools in four phases [4], 

it has become a leading voice recognition toolbox. 

Data Preparation: The data preparation phase mainly involves completion of recording 

(record) and labeling (label), dictionary definitions, tasking of syntax definition (task 

syntax definition), creating script files (script file) and feature extraction, etc. 
[5]

, which 

are the foundation of voice identification. HTK provides the following tools for data 

preparation: HSLab for recording and annotation, HDMan to create the dictionary, HParse 

for generative grammar syntax for the task network, HLed for converting the word-level 

annotation files into phoneme level annotation files, and HCopy to feature extraction for 

speech, such as MFCC, LPCC, etc., [6]. 

Data Training: The main task of this phase is to create the HMM model for voice 

recognition units. The HMM model parameters are extremely important for speech 

recognition, and directly determine the quality of the speech recognition results. Before 

training the HMM model parameters, each model must define an initial structure, 

including the number of states, mean and variance of each state, and initial state 

transformation matrix [6]. In the HTK toolkit, Hinit uses the piecewise K-means 

algorithm to initialize the HMM model parameters, HRset uses the classic Baum-Welch 

algorithm for the revaluation of HMM parameters, HCompV is mainly used for the 

calculation of the base macro, and HERest is used for the embedded training of the entire 

training set. 

Speech Recognition: HTK mainly completes speech recognition through HVite tools, 

which completes tasks based on probability and statistics rules [6]. Using the prepared 

grammatical structure file, dictionaries and acoustic models which have been trained, the 

corresponding results are outputted in accordance with the probability of identifying the 

voice data. 

Analysis: Analysis is very important part of speech recognition, and mainly refers to the 

evaluation of the recognition speed and recognition accuracy. HResults is used for the 

analysis of results in HTK tools, and will match the identified test results with the 

completed HMM annotation files, and output the corresponding correct rate and accuracy 

(accuracy refers to the correct rate based on the inserted error) [6]. 

 

3. Chinese Word Segmentation 

At present Chinese word segmentation technology is based on the string matching 

method, semantic understanding of law, and the statistical language modeling method. 

String based matching method is the simplest type of word segmentation, in which the 

most representative is the "dictionary method". [7] Its specific method is as follows: from 

left to right it scans the entire sentence, any words in the dictionary encounter will be 

marked out, and if it comes across a compound word with a long match, it does not know 

the string to split the compound word into individual words. Understanding the word 

signifies having computers learn to think like human beings, through some syntactic and 

semantic knowledge, to achieve Chinese word segmentation. To make computers learn to 
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think like human beings, in the case of context-free grammar it can be handled easily, but 

for context-sensitive grammar issues, understanding of the word is still in the 

experimental stage, and this problem has yet to be solved. Statistical models of the main 

lexical idea are as follows: the word combination is stable, thus in context, so are the 

adjacent occurrences of the word, and the more likely they constitute a word. Therefore, 

between words the adjacent frequency of occurrence can reflect their credibility into 

words. The training text can appear in the respective adjacent frequency of word 

combinations statistics, and is calculated based on the mutual information between them. 

Mutual information reflects the current relationship between characters combined with 

tightness. When the close is higher than a certain threshold, it may be considered that this 

word may constitute a word. This paper is based on the achievements of the Chinese word 

string matching approach. Figure 2 shows the process of specific word segmentation. 
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Figure 2. Chinese Word Segmentation Process 

4. Field Information Acquisition System Research Based on Offline 

Speech Recognition 
 

4.1. System Characteristics 

What the system mainly realizes is that using offline speech recognition technology 

and Chinese word segmentation technology implement field information acquisition. 

Through the integration of offline speech recognition technology and Chinese word 

segmentation technology, the system realizes a plug-in which is similar to the system 

input method, and by means of results of Echo word segmentation technology, what the 

system achieves is that the result of the word segmentation precisely shows the position of 

the corresponding system interface bivariate table. 

 

4.2. System Architecture 

The system architecture is shown in Figure 3, including data acquisition, data 

management, data synchronization and user management. 

app:ds:bivariate
app:ds:table
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Figure 3. System Structure 

4.2.1 Data Acquisition: Data acquisition mainly realizes three functions, namely speech 

recognition, Chinese segmentation, and the results of the segmentation shown in the 

bivariate table interface. 

 

4.2.1.1 Speech Recognition: What the speech recognition module mainly realizes is the 

training of the acoustic model data and speech model data, establishment of the acoustic 

model and speech model by means of HTK tools, and setting up the text dictionary 

through text editing tools. The module saves model data in the SD card of the 

mobile terminal device, and then the use of HTK tools fulfills the actual speech 

recognition and result analysis. 
 

4.2.1.2 Chinese Segmentation: Chinese segmentation is mainly based on the maximum 

matching method of string matching, compares the string that speech recognition which 

previously created the word group in the dictionary one by one, according to a certain set 

of rules. The separator which was selected afterwards has successfully matched 

connecting phrases after segmentation, then made them into a new string. 
 

4.2.1.3 Segmentation Results Shown Back to Bivariate Table: What the segmentation 

results show back to the bivariate table is based on the separator which connects the 

different phrases into a string when Chinese segmentation is performed, and divides the 

string into different phrases according to partition function, saving them into an array of 

string. Then it saves the phrases mentioned above into a Hashmap according to the rules 

which the collection information files match the value of gathering information. It shows 

the collection data at the correct position of the bivariate table according to the key of the 

Hashmap match, with the two-dimensional table header field shown last. 
 

4.2.2 Data Management: What data management accomplishes is writing data into the 

table of the corresponding database, i.e. query data, as well as modifying and deleting the 

corresponding data in the database through all the objects of the data multiplication layer. 
 

4.2.3 Data Synchronization: What data synchronization accomplishes is that the 

information which was collected by the mobile terminal is transmitted to the 

corresponding service and written to database when the mobile terminal connects to a 

network, and the corresponding data which was increased and changed is quickly 

downloaded to the mobile terminal device. 

app:ds:bivariate
app:ds:table
app:ds:acoustic
app:ds:model
app:ds:acoustic
app:ds:model
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app:ds:table
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4.2.4 User Management: In the user login module of the system, the mobile terminal 

must be connected to the Internet when the user login is used for the first time. The user’s 

information and related basic information are used to collects information after going 

through the network verification. The system will download the corresponding 

information which was newly increased and changed, upon every network login after the 

first. 
 

4.3. System Implementation 

This system based on the score of positioning experiments, for example, in rice. In this 

case, the system mainly completes the collection of the relative characteristics of wild rice 

such as plant type, fade, ripe period, lodging resistance, disease resistance, seed setting 

rate, yield performance and promotion prospect indicators. The information system of the 

score of positioning experiments in rice, which is based on offline speech recognition, 

was achieved through offline speech recognition technology. The development tools of 

the mobile terminal are HTK and Eclipse, the mobile terminal system was developed, 

compiled and debugged by Android and Sqlite3 as the platform in a Windows XP 

environment, and the server-side WebService was developed, compiled and debugged 

with VisualStudio 10 and SQLServer 2005 as tools. 

 

4.3.1. Database Implementation: The system database uses the small embedded mobile 

database SQLite3, and creates a database and all the tables of database when the program 

runs. Database implementation of the system is as shown in Figure 4. 
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Figure 4. Database Implementation Finger 

4.3.2. User Login: The user login includes network login and offline login. The network 

login requires connection to the Internet, and will download the data which are related to 

the user from the server after successful login. The offline login does not require 

connection to the Internet, and only verifies whether or not the user and corresponding 

password are correct. The software achieved is as shown in Figure 5. The default login 

type is offline login, and if the network login checkbox is selected, the system logs in 

using the network login, but we must log in to the system using the network login when 

system is logged onto for the first time. The system interface after successful login is as 

shown in Figure 6. 
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Figure 5. Login Interface  Figure 6. List Interface  Figure 7. Speech Input 
Interface 

4.3.3. Speech Recognition: Speech recognition is manly achieved by the HTK tool. 

Before speech recognition, we must complete the following tasks: First, the training of the 

speech data is completed by the HTK tool, then the acoustic model, language model and 

dictionary are created based on the training of the speech data, and finally the models are 

saved in the system configuration file asset. The data will be written to the specified 

folder of the SD card when the system is installed to the mobile terminal. The vocabulary 

content which we have trained includes plant type, fade, ripe period, lodging resistance, 

disease resistance, seed setting rate, yield performance and promotion prospects indicators, 

0, 1, 2, 3, 4, 5 in the system. The speech recognition function module of the system 

consists of FrontEnd, Decoder and Linguist composition, as shown in Figure 8. The 

Configuration Manager shows the file configuration manager, FrontEnd shows that the 

speech data are obtained from the front end, Feature shows that the characteristic data are 

extracted from the speech data, Linguist shows the model data, Dictionary shows the 

dictionary, Acoustic Model shows the acoustic model, Language Model shows the speech 

model, Search Graph shows that the data are received from the model, Scorer shows the 

scoring, and Pruner shows the pruning. The Scorer and Pruner are the focus of the speech 

recognition, and the matching portion of speech recognition is composed of the two parts. 

The software which has been implemented is as shown in Figure 8, speech data are input 

when the said button is being held, and the system will run speech recognition 

automatically after the button is released. 

 

 

Figure 8. Speech Recognition Model 
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4.3.4. Chinese Word Segmentation and Show Back of Results: Chinese word 

segmentation is mainly performed on the string after the speech recognition based on the 

maximum matching method of string matching has been performed. Based on the 

vocabulary of the data dictionary, the segmentation first removes n words as a new string, 

then matches them between the new string and the data dictionary words one by one. The 

recognition results are saved into the new arrays of strings, as a new string, after matching 

successfully. n-1 words will be removed from the string, also as a new string. They will 

be matched with the dictionary data until a successful match is reached, then the string 

will be removed from the original string. n words are then removed from the string as a 

new string, and the above operation is repeated, until the string is empty. The system uses 

the style in which Chinese  word segmentation will be completed immediately after 

speech recognition, and the results will be shown immediately after word segmentation. 

The details of the process of Chinese word segmentation are shown as Figure 3, and the 

results of the word segmentation realized are shown as Figure 9. 

The results shown back consist of the string arrays data which are the same as the 

collection phrase name, are deposited in the Hashmap key, and those which are not the 

same as the collection phrase name are deposited in the Hashmap value, through which 

the information phrases of the system required for collection are compared one be one, 

such as plant type, fade, promotion prospects indicators, etc. Finally, the value of the 

Hashmap is deposited in the accurate location of the system interface of two-dimensional 

tables, through the key of the Hashmap one by comparing it with the two-dimensional 

table head. The detailed process is shown as Figure 11, and the rendering after the soft is 

realized is shown as Figure 10. 

 

4.3.5. Data Management: Data management mainly includes the management of the 

mobile terminal database and data synchronization. The management of the mobile 

terminal database mainly realizes that the collection data is deposited in the local database, 

as well as the saving data modify function, query function and delete function. The 

system uses the two-dimensional table as the method of entering collection data. 

Therefore, one may achieve saving entry data by the bulk style and by saving collection 

data separately. 
Data synchronization refers to the fact that the collected data are locally synchronized 

to the server database when the equipment connects to the network. The system realizes 

that the data can be synchronized immediately after collection, and that all the collection 

data can be centrally synchronized. In the synchronous mode, the system uses the method 

by which the data were required to synchronize to package the data together, then 

converted them into an XML file. The XML file is transmitted to the Web server, through 

the TCP/IP network protocol, using the connection of http technology. Then the data are 

updated to the server database, after the XML file has been parsed. The data obtained 

from the server which exits in the form of XML are saved to the local Sqlite database 

through the local parsing. 
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Figure 11. Word Segmentation Results is shown Back into Two-dimensional 
Table 

5. Analysis of Experimental Results 
 

5.1. Comparison in Different Environments and with Different Speaking Speeds 

The main performance parameters of the speech recognition are error rate, accuracy 

and speed of recognition [8]. 

 ,   ,    

In the formulas above, N represents all vocabulary, D represents deleted words, S 

represents replaced words; time is identified by Running Time as a unit, e.g., if you speak 

for two hours, identifying six hours, then the recognition speed is 3xRT. 

Different experimental environments can lead to different speech recognition outcomes. 

The speech recognition results of different experiments are shown in Table 1, and the 

number of experimental samples is 25 (5 persons, 5 sentences spoken by each person). In 

an indoor environment, with or without noise, the system may reach the using 

requirements (practical requirement is error rate ≤ 5%, recognition speed ≤ 2RT); 

outdoors with no noise or wind, the system can also reach the normal use requirements, 

but outdoors with a continuous noise or strong wind, the error rate exceeds 5%, then the 

identification time is more than two seconds, and the system is unable to meet the normal 

requirements. 
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Table 1. Results in Different Environment 

Experimental environment Error rate（%） Recognition（RT） 

indoor（no noise） 3.5     1.116 

Indoor(with continuous noise around) 4.875 1.118 

outdoor（with the breeze） 4.5 1.117 

outdoor(with Strong winds） 24.75 1.119 

outdoor（with continuous noise） 19 1.200 

In speech recognition, different speaking speeds have a great effect on speech 

recognition, and the speech recognition results of different speech are shown in Table 2, 

the experimental samples of which is 25 (5 persons, 5 sentences spoken by each person). 

When the number of the words spoken per second is more than four, then the recognition 

error rate is quite large, and if the speaking speed increases, the error rate also increases. 

When the speaking speed is less than four words per second, the recognition accuracy is 

higher, and as the speaking speed reduces, the recognition accuracy increases. However, 

if the speed is less two characters per second, the speed has little effect on the recognition 

accuracy. 

Table 2. Results in Different Speeds 

Speed（words/second） Error rate（%） Recognition time（RT） 

more four 23.25 1.160 

3-4 10.875 1.154 

2-3  4.625 1.118 

1-2 3.5 1.113 

The different environments play a decisive role in the speech recognition results, and 

the different speaking speeds have a great impact on the speech recognition accuracy. 

What can be concluded through the experimental data is that the system may be used 

normally indoors, or outdoors with no noise or breeze, and when the speak speed does not 

exceed four words per second, the recognition rate is higher, and the system can be used 

normally. 

 

5.2. Comparison between Online Voice Recognition and Offline Voice Recognition 

Not only are offline voice recognition and online voice recognition different in terms of 

both identification speed and recognition rate in 2G, 3G, and wifi environment, but they 

are also different in terms of  uncommon industry-specific vocabulary recognition rate 

and speed. 25 samples were used in this test, with 5 speakers, each saying 5 sentences at 

one or two words per second, and the test was performed in an indoor noise-free 

environment. Offline voice recognition uses the speech input method, and the results of 

test are as follows: online voice recognition cannot recognize Plant type, Lase, Maturity, 

or lodging resistance specialized vocabulary, and can only recognize Digital “1~5” as the 

Chinese characters for “one~five”; in addition, if not connected to the Internet, it cannot 

recognize voice. For recognized vocabulary, such as disease resistance, seed rate, yield 

performance, and promotion prospects, the results of the online voice recognition and 

offline voice recognition in the different environments are respectively shown below: 

app:ds:character
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Table 3. Results in Different Networks 

 Offline  Wifi 3G 2G 

Error Rate (%) 0 28.37 28.37 28.37 

Recognition Rate（S）    1.1136 1.274  1.233     6.5 

The experimental data show that online voice recognition cannot recognize voice when 

not connected to the Internet, identification speed is slow with unstable Internet or in a 2G 

Internet environment, and recognition can only be performed quickly with 3G and strong 

wifi Internet, but the accuracy of recognizing words in some industry-specific is not good 

and cannot meet the basic requirements. 

 

6. Conclusion 

Based on the basic theory of Continuous Speech Recognition in Hidden Markov 

Models (HMM), and using some open source tools such as HTK, Sphinx, and so on, this 

paper implies speech recognition technology based on the offline method, and have 

completed the Chinese Participle of recognition results by using Maximum matching in 

Carve segmentation technology. Finally, this technology is used in the Field Data 

Collection System, via the Chinese Participle to write accurate results to a 

two-dimensional table of collection system interface after recognition, and implied the 

Field Data Collection System based on Offline Speech Recognition. 

The information vocabulary acquisition implied in this text is based on offline voice 

recognition technology, Speech model, Acoustic model and stored in the dictionary is 

smaller, but it is more accurate if the vocabulary in Data Dictionary increase continuously, 

and the differences among words will become small, thus it is necessary to improve that 

how to hold a better recognition rate, relatively fast identification speed and relatively 

high recognition rate when noise is relatively large in outdoor environments. 
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