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Abstract 

With the large-scale application of high dimensional gene expression data which exists lots 

of redundant information, it may waste a lot of time in feature selection and classification. By 

analyzing the process of MapReduce computing paradigms on cloud platform, it is found that 

the feature selection which through parallel and distributed computing in MapReduce 

combined with extreme learning machine is appropriate for constructing a recognition 

method. This paper proposed a MapReduce algorithm on high gene feature for parallel and 

distributed selection and classification, aiming to save time resources to make a higher 

accuracy in training process on large scale gene datasets. Simulation experiments on gene 

datasets show that the running time on cloud platform is greatly shortened by the time 

promising the high classification accuracy.  
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1. Introduction 

With the development of the Internet, information is showing a trend of unlimited growth. 

Personal computers’ ability to store and process data on becomes powerless in front of such a 

large data. How to find a low-cost, safe and fast way to solve the problem of unlimited 

storage and computing growth of Internet information becomes a proposition in front of 

scientists. The cloud computing finds a reasonable solution to these problems [1]. 
Emergence of cloud computing is the result of parallel technology, software technology 

and network technology development. It is a new computing model [2] which uses data, 

applications and IT resources through the network as a service and then provide to the users. 
Cloud computing can be regarded as an infrastructure management methods, which uses 

virtualization technology to manage resources together to form a large capacity of resource 

pool. Users can make request through the network to the cloud center and access to services. 

They can dynamically deploy, configure, reconfigure, and cancel the service or other 

operations on the resource pool. The definition of cloud computing from China cloud 

computing network: cloud computing is a development of distributed computing, parallel 
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computing and grid computing, or that the business achievement of those scientific concept 

[3]. The basic principle is that the cloud computing parallel distributed to a large distributed 

computer [4]. 
The advent of cloud computing technology makes computing become a resource. The 

computing capabilities of cloud computing are often likened to the power by IT professionals. 

As long as you can plug into the network, it will be able to "socket" up using this new 

"energy". We can see what a significant change "cloud" brings to computation [5]. 
Hadoop is an open source distributed computing framework proposed by the Apache 

Software Foundation open source organizations in 2005 as a part of Lucene’s subproject 

Nutch.It is not an acronym, but a fictitious name. MapReduce and Hadoop core is a 

distributed file system (Hadoop Distributed File System, HDFS) and later joined the HBase. 

MapReduce is widely used in data mining [6], bioinformatics [7] as well as other types of 

data-intensive applications [8] and other fields. MapReduce is simple to use, with good error 

tolerance and automatic load balancing, etc., which makes cloud computing platform to build 

effective classifiers possible. 

In recent years, the application of large-scale microarray gene expression technology in 

cancer diagnosis data provides a new way. [9] Due to the high dimensional gene expression 

data, and the classification of genes that play an important role diagnosis is usually no more 

than a few hundred. By feature selection, select genes closely associated with the 

classification, one can effectively improve the classification accuracy, while reducing the cost 

of post-biological analysis. In gene expression data classification, Alon et al., [10] in 1999 

with colon cancer (Colon Cancer) data sets as experimental subjects, the data set of colon 

cancer classification using hierarchical clustering algorithms for classification, 2000, Rayc et 

al., [11] using principal component analysis of yeast spore germination dataset experiments 

were carried out to obtain classified information in the dataset spore germination process, 

Khan et al [12] and Narayanan et al., [13] The application of artificial neural networks to the 

known sample obtained classification model. Ramaswam et al., use SVM studied 14 different 

types of tumor tissue classification problems, and achieved good classification performance 

[14]. Lu et al., [15] use compressed sensing techniques to realize classification of gene 

expression data. In addition, common genetic supervised classification algorithms include 

KNN, artificial neural networks, decision trees, and so on. 

In 2006, GuangBin Huang [16] et al., according to Moore - Penrose generalized inverse 

matrix theory, presented a new oversight single hidden layer feed-forward neural network 

learning algorithm, namely Extreme Learning Machine (ELM). Compared with neural 

networks and support vector machines, ELM learns faster, with better generalization ability in 

classification applications. 

In classification algorithm area, research scholars have devoted most of their time to 

improve the efficiency of the classification algorithm based on classification algorithm itself. 

Although to some extent this can be very good to improve the accuracy of classification 

algorithms, but the speed has not been classified a substantial upgrade. In this article, we use 

the environment to solve large-scale cloud platform gene expression data classifier build 

issues in order to improve the efficiency of building classifiers, by taking advantage of the 

cloud platform distributed parallel computing. 

Information gain is an important concept in information theory. It has been widely applied 

in the field of machine learning as well as in specialty choice. For gene expression data, a 

classification system, the information gain is calculated for each gene, a gene of a statistical 

amount of information provided in the classification system to determine the classification 

system for the gene of importance. Information Gain method can quickly rule out a large 
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number of non-critical noise and irrelevant genes, refine search area of the optimal subset of 

genes. 

Based on information gain and extreme learning machine, we proposed a filter type gene 

expression data classification method for cloud platforms. First, the data sets are randomly 

divided into several parts by a random function, based on information gain between genes and 

screening for genetic grouping. Second, these filtered subsets of genes utilize MapReduce 

parallel programming model and ELM to construct classifiers, and finally the results are 

returned to the client side. Our lab uses five PC to build a Hadoop cloud computing platform, 

with four sets of PC deployment DataNode and TaskTracker. Results show that in similar 

general classification accuracy, the filter-type gene expression data classification information 

gain and extreme learning machine on the cloud platform is faster and more efficient than the 

case of PC. 

 

2. Gene Filters Based on Information Gain 

Some genes are expressed only under certain experimental conditions. In order to reduce 

the time and space complexity of machine learning, feature selections are needed: those 

closely related are chosen and classified, while the classification accuracy can also be 

improved. Feature selection is based on the importance of the various features, characteristics 

after removing redundant unrelated features, picking out the classification of certain 

significant features to reduce the dimension of the feature space. 

 

2.1. Information Entropy and Information Gain 

Entropy is a very important concept in information theory, which represents uniformity of 

the distribution of any kind of energy in space. Energy distribution more uniform, more 

uncertainty, the greater the entropy [17]. Shannon [18] used the concept of the entropy in 

information processing, and proposed the concept of ‘information entropy’. Entropy is a 

measure to quantify the information, is a measure of the degree of uncertainty of a random 

variable. In the information gain, the measure of the importance of the feature is to see how 

much information can be classified as to bring the more information, the more important 

features. 

Order  For different values random variables, corresponding to different probability, then 

the entropy of X is defined as: 
 

2
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i i

i
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(3-1) 

As we can see, more changes of random variables, greater information obtained through 

them. 

For the classification system, Class  is variable, so the entropy of the classification system 

can be defined as 
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(3-2) 

Here  is the categories number of the classification system. In particular, for two 

classification problems, information entropy can be expressed as 
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http://translate.googleusercontent.com/translate_f#endnote3
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In the classification system of gene expression data, the information gain terms for each 

gene, for a gene X,  It may have n possible values  
1 2

( , , )
n

x x x  Corresponding conditional 

entropy is 
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(3-4) 

( )
i

P c   Represents priori probability of the categorical variables C ,  ( | )
i j

P c x  represents 

the conditional probability of variables C  after gene X is fixed. 

Thus, the information gain gene X  bring to the classification system can be expressed as 

the difference between the original system information entropy and the conditional entropy 

after gene X is fixed. 

 IG ( X ) ( ) ( | )H C H C X   (3-5) 

If gene X  and the Category C are not relevant IG ( X ) ( ) ( | ) 0H C H C X   ; If 

relevant ( ) ( | )H C H C X , i.e., IG ( X ) ( ) ( | ) 0H C H C X   .While the larger the 

difference is,  the stronger the correlation between X and C [100]. Therefore, the differential 

entropy defined information gain, represents the amount of information obtained after the 

elimination of uncertainty. Clearly, greater information gain value a feature item has, the 

larger contribution it makes, the more important for the classification. Therefore, when 

choosing genes, usually choose genes with great information gain to represent the original 

high-dimensional gene first, and use them as a basis for further gene selection. 

 

2.2. Information Gain Process 

Information gain algorithm flow can be described as follows: 

Input: original gene sets S; 

Output: After the information gain algorithm selection gene subset FS. 

1) calculated for each category of known samples  probability; 

2) Calculate the entropy of the classification system according to the probability using the 

formula (3-2) 1) obtained; 

3) For each gene, calculate the probability of all of its values  Calculate conditional 

probabilities; 

4) According to the probability 3) obtained using the formula (3-4) for each gene calculate 

conditional entropy; 

5) Using (3-5) the information gain is calculated for all genes; 

6) Sort the results obtained in 5) chooses the former  K maximum gain of genetic 

information as a compact subset of genes FS (common value of K is 200-400). 

 

3. Classification Model Built Based on Cloud Computing Platform 

Classifiers built on the cloud computing platform, first use information gain feature 

selection, and then use MapReduce to feature selection model building, and finally Reduce 

back to Job Tracker, further implementation of the classification is executed by Job Tracker. 
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ELM approach is used in classifier training algorithm. Finally, send the classification results 

back to the client. As show in Figure 1: 
 

Client App Job Tracker

Node Tracker1 Node Tracker2 Node TrackerN.

Task1 Task1 Task1

NameNode

NameNode NameNode NameNode

 

Figure 1. Cloud Computing Platform Configuration 

3.1. MapReduce-based Feature Selection Model 

MapReduce is composed of two verbs, namely the control task decomposition and 

aggregation. It is a programming model for dealing with large data sets. From technological 

innovation perspective, MapReduce is not an innovative technology. Distributed parallel 

computing programming is also simple, Streaming tool in Hadoop is convenient to use. 

General programming techniques can develop a distributed parallel program; the programmer 

can run their programs on a distributed system without knowing too many details in parallel 

programming and distributed programming. Wherein, Map is a highly parallel operation, 

usually use one parallel processor to handle the calculation of the sub-tasks. Reduce [19] is 

usually used to collect the results of the analysis of the final composition of each sub-task. In 

MapReduce environment, relationships between two tasks are typically decomposed into a 

plurality of tasks. One relationship between the tasks is irrelevant, these tasks can be executed 

in parallel; while the other relationship tasks are interdependent, their order cannot be 

reversed, so these tasks cannot be parallel performed. In the environment of MapReduce 

parallel and distributed computing model, a program can have a lot of common computer 

cluster automatically composed under concurrent environment. 

In classification model built on cloud platforms, first do information gain characteristics 

filtering on gene expression data on MapReduce. Steps are as follows: 

1) Genetic data sets were randomly divided into blocks by randomized functions. For 

simulation, experiment consists of a PC with five Hadoop cloud computing platform. 

2) Map function calculates information entropy of block set features. Here Map function is 

defined as information gain algorithm. By setting the number of feature size, the cloud 

platform divide feature set reaches at time t automatically, each block of data corresponds to a 
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Map task, each Map task calculates its respective information entropy feature sets, among the 

same time different Map parallel computing, get all the information entropy at time t. 

3) Execution of the Reduce task, including the selection and integration of features. 

Feature selection is conducted in accordance with the standard information gain algorithm. 

 

3.2. MapReduce-based Gene Expression Data Classification Model 

Classification problems are widely spread in the fields of machine learning and data 

mining. It has been a hot research realm at home and abroad. Its theoretical and applied 

research has achieved fruitful results [20]. Currently commonly used classification methods 

are support vector machines, Bayesian decision, artificial neural networks and their improved 

algorithm, etc. Extreme Learning Machine [21-23] (ELM) is a fast machine learning 

algorithm recently developed; its fast learning speed and strong generalization ability, giving 

it significant advantage in classification applications. 

After gene expression data information gain characteristics filtering on MapReduce, 

characteristics for classification are feeding back to Job Tracker. Job Tracker, by executing 

ELM algorithm, train and test genetic characteristics obtained. 

 

High Dimension

Section1

Low Dimension

Section2 Section3 SectionN

Map1 Map2 Map3 MapN

Reduce1 Reduce2 ReduceM

Feature Selection

Insert ELM

Train and Prediction

 

Figure 2. Classification Model on Cloud 

4. Experiment 

On the basis of theoretical analysis, this section selects four groups of gene expression 

datasets to test the performance of the Construction Method Based on Information Gain and 

Extreme Learning Machine Classifier Gene Expression Data on a Cloud Platform. Among 

them, Breast, Colon, Heart is the two types of data; Leukemia is the multi class data. The 

information of datasets is shown in Table 1: 
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Table 1. Datasets 

Datasets 
Sample 

Num 

Gene 

Num 

Distribution 

Class Num 

Breast 97 24481 
Relapese 46 

Non- Relapese 51 

Leukemia 72 7129 

ALL 24 

MLL 20 

AML 28 

Colon 62 2000 
Negative 40 

Positive 22 

Heart 270 3510 
Negtive 150 

Positive 120 

Before feature extraction, standardize gene expression matrix elements need to be 

logarithmic transformed. 

 
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                                                   (4-1) 

This article studies Breast data set as experimental example to do analysis and research. 

First, block data sets, using random function on the cloud platform with 4 PC deployed 

DataNode and TaskTracker, namely for each part of 6120. Each feature data corresponding to 

a Map task, every Map task information entropy of each feature set, using the mutual 

information maximization of mutual information method feature set start the Reduce step then. 

In the Reduce steps on step on to get the mutual information of sorting, filtering 

characteristics, from the top 1224 feature. Finally summarize, shipped to the client, on the 

client side with ELM to obtain the genetic traits of training and testing. This article here with 

Breast data set as experimental example analysis and research. First of all, random function is 

used on the cloud platform with 4 PC deployed DataNode and TaskTracker to block of data 

sets, namely for each part of 6120. Each feature data is corresponding to a Map task and 

every Map task information entropy of each feature set, using the method of information gain 

to start. The reduce step then to get the information gain of sorting, filtering characteristics, 

from the top 1224 feature. Finally summarize, shipped to the client, on the client side with 

ELM to obtain the genetic traits of training and testing. The experimental results are shown in 

Figures 3 and 4. 
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Figure 3. ClassificationAccuracy 
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Figure 4. Classification Time 

As show in the Figure 3, in a cloud platform, after filtered through the information gain of 

characteristics, the characteristics and class label, respectively as the input and output of ELM 

for training and testing, the 5 fold cross-validation, obtain the highest accuracy can reach 90%, 

the same as the ordinary PC environment characteristic quantity under the premise of 

comparison can be found that the classification accuracy is roughly same, illustrating the 

proposed algorithm in classification precision which has the feasibility and effectiveness. It 

can ensure that the extracted features are effective and have higher classification accuracy. As 

show in the Figure 4, due to the parallel computing performance of cloud platform, by the 

time it increases 4 times compared with the ordinary PC speed by the time promises the 

higher classification accuracy. The speed will be more obvious with the increase of number of 

servers, thus saving time for big data learning resources, and illustrates that the cloud 

platform is highly parallelized. 

 



International Journal of Database Theory and Application 

Vol.7, No.2 (2014) 

 

 

Copyright ⓒ 2014 SERSC   107 

5. Conclusion 

A recognition method is constructed based on MapReduce algorithm on high dimension 

feature selection in this paper. The parallel method that we build on hadoop platform 

distributed computing model can be used on other sample’s feature selection and 

classification. The results of the simulation experiments demonstrate that the efficiency of 

construction classification method can make extraction of features in a higher classification 

accuracy faster, which save a lot of time resources to make a highly efficient gene feature 

extraction system. 
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