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Abstract 

Finance fraud of companies is an international difficult problem with a long history. The 

finance fraud problem is concerned by lots of people. Some researchers make a lot of 

qualitative or quantitative researches and get some valuable conclusions. In this article , we 

mainly applies empirical research method, combined with normative research method. First 

of all, this paper reviews the relevant literatures of financial fraud detecting of listed 

companies, expounds existing research results from the aspects of motives, signs and 

detecting methods. We appraise these results are ordering to national conditions and 

characteristics, analyze the definition of financial fraud.  We established a new method which 

is partial least squares (PLS) and support vector regression (SVR) to solve the above problem 

in finance. The PLS are able to reduce dimension effectively, acquire nonlinear factor matrix, 

and SVR has many advantages, such as high imitation degree, effective classification and 

strong robustness. The model which combines PLS and SVR has great recognition effect. 
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1. Introduction 

The effect of company financial fraud include the following aspects: First, weakening the 

function of market resource allocation. To make the function of market resource allocation 

into full play, the most important premise is the demand of information is true, effective and 

open. However, the company's financial fraud that giving the false accounting information 

will mislead the market, and will lead the unreasonable allocation of resources. Secondly, 

misleading the investors. The investors will not make the investment blindly. Before making 

the investment, the investors will demand to know the operation status of the listing 

Corporation, and they will usually through the analysis of the financial statements of the 

company for this purpose. But the false accounting information will lead investors can not 

obtain the enterprise of real business. This will inevitably affect the decision-making and 

judgment of the investor, and will make investors suffer economic losses. Thirdly, damaging 

the related institutional interests. In order to obtain sufficient development funds, the 

company will loans to banks or other financial institutions. The company may be use the way 

to credit to purchase related products or services from their suppliers. In summary, the 

financial fraud is bound to affect the vital interests of the different institutions. 

There are many research and analysis of scholars on the company's financial fraud 

problem. The preference [1] use the method of analytical review to analysis the accounting 
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report, abnormal financial data and the financial indicators. The study confirmed the method 

of analytical review is effective for finding financial reporting fraud. The application of 

Logistic method to carry on the research of financial fraud recognition is more. Preference [2] 

uses the listing Corporation which is punished by CSRC because of the financial reporting 

fraud as a sample. From two aspects of ownership structure and board characteristics, he uses 

the Logistic regression analyses on the relationship between corporate governance and 

financial reporting fraud. The results show that, the fraud listing Corporation reflects the high 

proportion of corporate shares, the proportion of executive directors, the level of internal 

control, the size of the board of supervisors and lower proportion of shares in circulation. 

Preference [3] selects the proper financial indexes to establish the multivariate linear 

probability mode. His research shows that the identification of logistic model is better than 

the LMP model. Preference [4] use the analytical review methods and four kinds of statistical 

analysis methods (the method of single factor analysis, multivariate discriminate analysis, 

linear probability model and Logistic regression method) combined to establish the financial 

reporting fraud identification model.  The study compare the recognition results of four kinds 

of recognition model, and find a effective financial method which is used to judge the 

enterprise credit status. Preference [5] put forward the data mining technology to improve the 

identification efficiency of false financial reports. They using data mining method on the 

establishment of rules and the corresponding algorithm, and put forward the solution and the 

corresponding procedures. Then, they use the RMTS model as an example of false financial 

reporting recognition system. Preference [6] using artificial neural network aided recognition 

system for listing Corporation that has the false financial statements. He pointed out that the 

artificial neural network is self-organizing, adaptive, self-learning, and the method is 

particularly suitable for processing massive in complex environment. Preference [7] argues 

that the change of financial data in the real financial statements has certain regularity. if the 

change is abnormal,  there may be has the false composition data. It can be isolated by the 

data mining analysis function in the abnormal changes of recognition of financial report. 

Preference [8] using a neural network that is based on 36 listed companies financial index and 

the equity structure index as the modeling samples. After the sample training and learning, it 

has achieved a high correct rate. Preference [9] uses the data mining technology which can 

handle the massive information to identify the fraudulent financial reporting. They analyzed 

the necessity, feasibility, technical advantages to improve the efficiency and the effect of 

recognition. Preference [10] by using the LIBSVM software package, the application of 

support vector machine technology in financial report authenticity identification. The best 

recognition results for test set of sample are that the correct recognition rate reached seventy 

percent. 

Financial fraud research in China is still in the stage of exploration, more and more 

scholars study is normative, and the empirical research is few. The main research methods are 

analytical review, single factor analysis method, linear probability model, and Logistic 

regression. The data mining technology is used less. With the stock market gradually improve 

and mature, empirical model results will be emerging. The application of neural network 

technology, support vector machine technology and other emerging data mining technology 

will be more widely. 

We will discuss bout the basic model of SVR in Section 2 and The types and selection of 

Kernel function and the new method which is the PLS-SVR model will proposed in Section 3 

and 4. In Section 5, the Simulation results of company financial fraud will be presented. 

Finally, conclusion is made in the last section. 
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Considering the most classification methods and the characteristics of financial data, this 

paper is based on the classification method which can deal with the false financial report, and 

the flow figure is shown in below. 
 

 

Figure 1. The flow figure of financial fraud identification which is based on data 
classification method 

 

2. The Basic Model of SVR 

LS SVR expands standard SVR  by optimizing the square of relaxation factors and 

converting the constraints of inequality to equality, so the quadratic programming problem in 

traditional SVR  becomes linear simultaneous equations, thus the calculating difficulty 

reduces a lot in company with the solution high efficiency and convergence speeding up. 

The basic method of SVR : 

Define 
nx R and

y R
, let 

nR  be the input space, by nonlinear transformation
( ) 

, we let 

in the input space x  map into a high dimensional characteristic space where we use the linear 

function to fit sample data while making sure the generalization. 

In the characteristic space, the linear estimation function is defined as: 
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                                                             ( , ) ( )Ty f x x b                                                (1) 

Where   is the weight and b  is the skewness. 

The aim function is:  
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Where 
hR  is the weight vector and ( )  is non-linear mapping function, 

1N

i R  is 

relaxation factor, b R  is the skewness while 0C   is penalty factor. 

Importing factors,
1N

i R  , we can easily get the function as: 
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According to the KTT we get 
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Where E  is the matrix whose elements are all 1, I  is a N N  identity matrix. 

Inner product of regression in non-linear function can be replaced by kernel function 

satisfied Mercer . Let 
T

ij  
,  

then 

                                                               ( ) ( ) ( , )T

ij i j i jx x K x x                                        (7) 

We then have the LS SVR  regression function model 

                                                                
1

( ) ( , )
N

i i j

i

f x K x x b


                                             (8) 

 Then, we will give the schematic diagram of the support vector classification. 
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Figure 2. The schematic diagram of the support vector classification 
 

3. The Types and Selection of Kernel Function 

In general, the kernel function is commonly used as the linear kernel function, polynomial 

kernel function, the radial basis kernel function, and sigmoid kernel function. The functions 

are as follows: 

(1) Linear kernel function 

( , ) *i iK x x x x  

(2) Polynomial kernel function 

( , ) [( * ) 1]d

i iK x x x x   

Where the d is the order of the polynomial 

(3) Radial basis kernel function 

2 2( , ) exp( 2 )i iK x x x x     

Where the   is width of the kernel function 

(4) Sigmoid kernel function 

( , ) tanh( ( * ) )i iK x x x x c   

Commonly used kernel function can be divided into two categories: one category is the 

global kernel function, the other is local kernel functions: The linear kernel function, 

polynomial kernel function, and Sigmoid kernel function is a global common kernel function 

 

4. The PLS-SVR Model with Mixed Kernel Function 

The PLS method has been used in this research to reduce the size of the input data. Next, 

we will introduce the partial least squares algorithm, and use mixed kernel function and 

partial least square method to establish the prediction model of mixed kernel partial least 

squares support vector regression. 
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4.1 PLS Regression Model 

PLS is a reasonably new Multivariate statistical method of data analysis, which is a method 

for constructing predictive models when the explanatory variables are many and highly 

collinear. Its main focus is to extract the potential components, which uses data of multiple 

dependent variables and independent variables for analyzing and modeling. 

First, let 0

TE and 0

TF  are separately the transposed matrix of 0E and 0F , then we can obtain 

the eigenvector 1w  associated with the largest eigen value of the matrix 0 0 0 0

T TE F F E , the 

component 1t  is: 
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In the same way, we can obtain the eigenvector hw  associated with the largest eigen value 

of the matrix 0 0 0 0

T TE F F E , the component ht is: 
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If the rank of n pX   is A , we can use cross validation method for identifying, then,  
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Where 1,..., Ar r 
is a row vector of regression coefficient, AF is error matrix. Concerning the 

least square regression equation of AF  is  

                                                              0 1 1 2 2
ˆ ... h hF t r t r t r                                                        (12) 

Because 1 2, ..., At t t can express as the linear combination of 01 02 0, ..., AE E E  , Hence, according 

to the property of PLS regression： 
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Then equation (13) substitute into equation (12), 
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. Then, equation（14）can be revert to the regression equation of standardized variable as 

follows 

                                                         
* * * *

1 1 2 2
ˆ ... m my x x x                                                  (15) 

Equation (15) can be written down raw variable y , and its PLS regression equation of 

estimated value ŷ is obtained. 

 

4.2 PLS-SVR Model 

The processing of PLS SVR  is divided into following steps: 

Step1：PLS for feature extraction of the raw data  

From compute the equation (9) and equation (10) we can contain the vector it , ip and 

iw .They respectively constitute the score matrix 1[ ,..., ]train hT t t , load matrix 1[ ,..., ]hp p p  and 

correlation coefficient matrix 1[ ,..., ]hw w w  of training samples. 

Step2： LS SVR  Modeling 

After h dimensions have been extracted. Which can use trainT , trainy train the 

LS SVR model, it contain 
Lagrange

 multiplier and bias term b of the optimal parameter. On 

this basis, the following equation can be written, 
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Then using equation (16) can result in coefficient b and . 

Step3：PLS-SVR modeling 

Calculate the prediction value of test sample data is 

                                                           
1

( ) ( , )
N

predict i mix i j

i

y t K x x b


                                          (17) 

The flow figure as shown in Figure 3. 
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Initialization; Constructing the kernel 

function; The model parameters are 

identified; The error function; The 

prediction error

Structure the parameter set

Calculation the error value, and 
records the error value and the 
prediction error function of the 

parameter set

Select a parameter set which is 

used to train the model

  Test model

 Output the prediction model

Get the prediction results

       Record the error 

     Values, and determine 

     Whether the number of 

   parameter set reached to N

           Selected parameter 

       sets which have the minimum 

     Error Value, and determine whether 

        The Error value is less than 

         the prediction error value

No

Yes

Yes

No

 

Figure 3. The Flow Figure of Improved Support Vector Machine Model 
 

5. The Simulation and Conclusion 
 

5.1 Sample selection 

Taking into account the timeliness of research and the availability of data, we use the 

listing Corporation which is continuous operation and not cancelled the qualifications as the 

basis for modeling samples between the 2005 and 2008. Then, we choice the listing 

Corporation as a basis for testing sample between 2009 and 2012. Because China securities 

market started late, company was found to have no financial fraud was few, and many 
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samples were occurred in many years ago. That is not conducive to the correct understanding 

of the characteristics of financial fraud. Therefore, we choose the sample of false financial 

reports according to the following standards: 

(1) the audit opinion as "declined to comment" or "negative opinion" or "disclaimer of 

opinion" 

(2) the time is not earlier than 2005. 

 

5.2 Select the index variable 

We select the 15 index sets can best embody the listing Corporation's financial 

ability. They can be expressed by the following table: 

 

Table 1. Variable ordering table 

Serial 

number 
Index 

Serial 

number 
Index 

1 The actual income tax rate 9 Assets and financial expense rate 

2 Asset growth rate 10 Liquidity financial expense rate 

3 Net income expense rate 11 Cash received growth rate 

4 Current asset growth rate 12 
The cumulative rate of retained 

earnings 

5 The rate of assets and liabilities 13 Return on assets 

6 Main business net income growth rate 14 The cost of assets rate 

7 The assets turnover 15 
Increase the amount of working capital 

ratio 

8 The ratio of working capital   

 

According to the related knowledge of support vector machine which is described in 

paragraph second, we express the false financial statements samples by 1, and the normal 

samples are -1. So you can according to the test result is 1 or -1 to judge whether the test 

sample is false samples or normal samples. 

 

5.3 Results and conclusion 

We use 100 companies as the training samples for training which from 2005 to 2008. 

Then, we choose the 200 companies training samples from 2009 to 2012 for testing. We 

are training and testing the all 15 identification variables, the first 10 identification 

variables, the first 6 identification variables, and the first 3 Identification variables. We 

first give the program code of the support vector machine which thought the cross 

examination. 
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Table 2. Parameter optimization algorithm 

 
 

Secondly, we give experimental results of four experiments. 

Select 15 variables, sample recognition results as shown in Table 3. 

 

Table 3. Results table of 15 variables 

 
 

Select 9 variables, sample recognition results as shown in Table 4. 
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Table 4. Results table of 9 variables 

 
 

Select 6 variables, sample recognition results as shown in Table 5. 

 

Table 5. Results table of 6 variables 

 
 

Select 3 variables, sample recognition results as shown in Table 6. 
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Table 6. Results table of 3 variables 

 
 

The above the four cases, test sample rate of the 15 variables is the highest 

recognition model which can reach the 95.5%. It is the highest recognition accuracy 

rate of classification methods used in this paper. We can learn from the results that with 

the decrease in the identification of variables, the recognition accuracy will decline. It 

confirms the importance of 15 financial indicators to identify the financial fraud.  
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