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Abstract 

Traditional database security mechanisms focus on either protection or prevention. 

However, these mechanisms have not any strategy in the presence of successful attacks. To 

solve this problem, the Intrusion Tolerant Database System (ITDB) was introduced. ITDB 

uses the new generation of database security mechanisms to guarantee specified levels of 

data availability, integrity and confidentiality in the presence of successful attacks. These 

mechanisms include Attack Isolation and Multiphase Damage Confinement. In this paper, we 

will present a practical model to utilize the combination of intrusion tolerance techniques for 

managing the ITDB architecture. Using this practical model, we will be able to secure the 

system’s required integrity and availability levels considering the changes in the 

environment. We will also introduce an intelligent method for determining the significance 

degrees of data objects in the optimized attack isolation technique. 

 

Keywords: Intrusion Tolerance; Database Security; Intrusion Detection; Attack Isolation; 

Damage Confinement; Neural Network 

 

1. Introduction 

Today because of the widespread use of computer systems, internet websites and web 

based applications; database security issues have become very important worldwide. 

Traditional database security mechanisms have some limitations in providing the required 

security for modern information systems. Such mechanisms only focus on protection of data 

against different attacks and are not capable of detecting attacks or taking the proper action 

against them. For example, in most cases attacks like SQL Injection pass from all access 

control mechanisms which Database Management Systems (DBMS) provide traditionally. 

These attacks are usually done through web applications which have vast accessibility [1, 2, 

25]. For confronting with such attacks, we need mechanisms like intrusion tolerant database 

systems [3, 4, 5]. 

ITDB is considered as a framework for a transaction based self-healing database system. 

This framework will empower a database to heal itself under malicious transaction (but 

authorized) attacks [21, 22, 23, 24] aiming to deliver a continuous reliable service. Intrusion 

Detector (ID) is regarded as one of the main ITDB parts. The task of ID [6, 7, 8,9] is to 

identify malicious transactions. ID is much slower than transaction processing in general. 

Therefore, when a malicious transaction is recognized, a great number of transactions, which 

have been affected by malicious transaction, have committed and the damage has been 

spread. Despite this substantial delay in detection, a self-healing database system must be able 

to live. 
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 Recent researches present two new techniques to solve this problem: attack isolation 

technique [10] and multi phase damage confinement technique [11]. Although both 

techniques have the same goal, they employ different methods in their functions. The multi 

phase damage confinement technique guarantees that no damage will spread after detecting a 

malicious transaction. In this technique, however, no action is taken to decrease the damage 

spread during the detection delay time. On the contrary, the suspicious users are isolated in 

the attack isolation technique and as a result, there will be fewer damages during the detection 

delay time. Using this method will result in a decrease in the repair costs as well. Moreover, it 

is not possible for other users to see the updates of suspicious users while using this 

technique. All other users can see the updates only when the innocence of suspicious users is 

proven. For this reason, this technique is considered as a more secure method. 

In the previous work [12], certain approaches were presented to optimize the attack 

isolation technique. Then an ITDB architecture based on the proposed technique was 

evaluated. This piece of research intends to introduce a practical and effective method to 

determine the significance degrees of data objects in the optimized attack isolation technique. 

A model will also be investigated to manage the ITDB architecture to ensure the system’s 

required security and performance considering the changes in the environment.  

The rest of the paper is organized as followings: In this section, a brief description of two 

main techniques used in ITDB architectures will be presented. The optimized attack isolation 

technique will be briefly explained in section 2 where a practical method for determining the 

significance degrees of data objects is introduced. In section 3, we will evaluate the effects of 

some environmental parameters on the system’s performance and will present a 

combinational model of intrusion tolerance techniques to manage the ITDB architecture. 

Finally, the conclusion will be presented in section 4. 

 

1.1. Multiphase Damage Confinement 

The one phase damage confinement technique consists of one damage confinement phase. 

In this phase, the damage assessor does not give the permission to transactions to read the 

data objects which are identified as damaged ones. The only problem with this technique is 

that if the damaged data objects (as a result of damage spreading) are not yet to be identified, 

a lot of transactions may read them and as a result, the damage may spread. To solve this 

problem, the multi phase damage confinement technique has been presented. 

Multiphase Damage Confinement technique contains an initial confinement phase which 

ensures no damage (caused by the malicious transaction) leaks out. When a malicious 

transaction is detected, this phase prevents accessing any data object which is updated after 

the malicious transaction committed. Furthermore, active transactions, which may have read a 

number of confined data object, are aborted to prevent damages to spread. 

This technique has three unconfining phases to unconfine the data objects that are 

mistakenly confined during the initial confinement phase and the data objects that have been 

cleaned. In these phases some dependency graphs are used to find mistakenly confined data 

objects. The first and second phases of relaxation are used to reduce the time an undamaged 

object is mistakenly confined. In the third phase, the damaged objects are cleaned. 
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Figure 1. Architecture of Multiphase Damage Confinement 
 

To optimize this technique we can preserve an on-the-fly dependency graph based on the 

history log for each suspicious transaction. Therefore, more data objects with less delay will 

be unconfined. Consequently, more availability will be obtained. Nevertheless, the processing 

overhead should be evaluated to assign an appropriate time for preserving such on-the-fly 

graph for suspicious transactions. 

In Figure 1, main components of the architecture for an intrusion tolerant database system 

which has used this technique are shown. 

In this architecture, ID is responsible for reporting malicious transactions. Mediator is 

responsible for the initial confinement phase and the confinement enforcement. The Damage 

Confinement Manager is responsible for the first and the second unconfining phases. Damage 

assessor is responsible for the third unconfining phase. 
 

1.2.Attack Isolation  

In attack isolation technique suspicious activities are isolated, before an intrusion is 

reported as unquestionable. In this technique isolation is done based on users. ID will assign 

an anomaly degree which specifies the way of abnormality of transaction (based on the 

transaction’s behavior) for each transaction. The anomaly degree of each user is obtained 

from combination of anomaly degree of his/her transactions in a session. ID contains two 

alarm thresholds. If anomaly degree is above the first threshold (and below of the second), 

user is reported as suspicious. If the degree of anomaly is above the second threshold, then 

that user is reported as malicious.  

In this technique transactions of a suspicious user update suspicious versions of data 

objects which are produced for this user. However these transactions read main versions of 

data objects if suspicious versions have not thus far been produced for this suspicious user. If 

it is proven that an isolated user has been innocent, updates of this user should be merged 

back into the real database. 
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Figure 2. DAIS Architecture 

 

The merging process may cause conflicts between the real database and the isolated one. In 

this technique a precedence graph has been used for identification of inconsistencies. If 

precedence graph (obtained as a result of merging the history of the isolated user and the 

history of real database after isolation of that user) is acyclic, it means that there are no 

inconsistencies. Otherwise, if the graph has cycles, all the cycles are broken by running 

compensation transactions of certain transactions. 

  After resolving of inconsistencies, values of suspicious versions, maintained for the 

suspicious user, are replaced with values of trustworthy versions and then suspicious versions 

are omitted. 

In Figure 2, the architecture of a data attack isolation system (DAIS) is shown. In this 

architecture, ID is responsible for reporting suspicious users that should be isolated. The 

Mediator, which includes three components as follows, proxies transactions of each user. The 

SQL Statement Logger keeps each SQL statement, in addition to its variables, in SQL 

Statement Table. The SQL Statement Rewriter and Redirector does isolation with keeping 

additional versions for data objects that have been updated by an isolated transaction. The 

On-the-fly Isolation Controller will impose two restrictions for accuracy of a merging 

process. First, during the merge, no new transaction of the once isolated user can be executed; 

and second, no new transaction can be executed on the locked part of database. The Merging 

Manager is responsible for resolving inconsistency and merging process. 

 

2. Optimized ITDB Architecture 

We have presented some approaches to solve DAIS problems and to improve the integrity 

and security of database in optimized ITDB architecture [12]. In this section, we will describe 

the optimized ITDB architecture which employs the optimized attack isolation technique. We 

will also present a practical and effective method to determine the significance degrees of 

data objects used in optimized attack isolation technique. The optimized ITDB architecture 

has three distinct characteristics as follows. 
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2.1. Isolation Time 

As shown in Figure 3, an isolation time controller is used in the architecture of an 

optimized ITDB. Using this controller has two main advantages.  The first positive point is 

that the isolation process is enforced for each suspicious user in a certain amount of time. 

Therefore inconsistency, caused by prolongation of the isolation time, will be decreased. The 

second advantage of using such controller is that we can prevent a long isolation time in case 

the list of suspicious user is changed by an attacker. Thus, we will have a more secure DAIS. 

It should be noted that the isolation time for each suspicious user is estimated by 

parameters like the average of detection time at previous attacks and the average of the users’ 

session time.  

 

 

 

 

 

 

 

 

 

Figure 3. Components of Mediator 
 

When the isolation time for a suspicious user terminated If ID could not prove 

maliciousness/innocence of the user a message announcing the user’s innocence is sent to the 

SQL Statement Rewriter and Redirector, despite the user has initially been regarded as 

suspicious. Under such circumstances, if maliciousness of a user is proven later, the isolation 

time controller informs the Confinement Executer and then the multiphase damage 

containment technique is used. 

 

2.2. Significance of Data Object 

In DAIS, suspicious transactions can be executed on their own version of the requiring 

objects. In real world, as a result of execution of these transactions, damages may be incurred 

to the owners of the system. For example, in a banking system, certain amount of an account 

may withdraw as a result of the execution of a suspicious transaction in a way that to 

compensate being nontrivial. Therefore, a weight factor can be imposed in the anomaly 

degree of transactions for faster detection of attacks and reducing damages incurred to 

systems. This weight factor is obtained from the significance degree of data objects which is 

placed at the write set of transactions. The significance degree of a data object shows its 

importance in terms of the system owner. The more a data object is significant, the more 
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security should be provided for it. A numerical value is considered for the degree of 

significance. We are now going to present an applicable and intelligent method to determine 

the significance degree of a data object. 

 

2.2.1. Determining the Significance Degree of a Data Object: Determining the significance 

degree of every data object when enters the system is not feasible for system owners. Using 

an artificial neural network is a fast and applicable solution to determine the significance 

degrees of data objects. Neural networks, with their remarkable ability to derive meaning 

from complicated or imprecise data, can be used to extract patterns and detect trends that are 

too complex to be noticed by either humans or other computer techniques [15, 16, 17, 18, 19, 

20]. 

In terms of training algorithms, neural networks are usually divided into two main 

categories: supervised networks and unsupervised networks. The unsupervised training 

method is aimed at building some representations from the input data. This is done by 

organizing the input data properly. Such data can later be used in decision making. In 

supervised methods of learning, neural network learns from examples. The training set 

consists of a set of sample inputs and the desired outputs corresponding to those inputs. 

Successfully trained neural network can then be used to find most suitable output for any 

valid input. The goal of supervised learning is to find a function f, given a set of points of the 

form (x, f(x)). 

We use a neural network with multilayer perceptron structure as well as the Levenberg-

Marquadt back propagation training algorithm (which is a supervised algorithm) to determine 

the significance degrees of data objects. The Levenberg-Marquardt optimization technique 

has fast convergence to the final answer. 

To prepare the training data in this method, the system owner should determine the 

significance degree of some data objects from every type that should be kept safe and secure. 

For a better understanding of the matter, we describe this technique at the record level (where 

each data object denotes a record and each type of data object denotes a table) on the TPC-C 

benchmark [13]. 

TPC-C benchmark models the order processing operations of a wholesale supplier with 

some geographically distributed sales districts and associated warehouses. Five basic 

transactions that represent essential performance characteristics of the application are defined 

by the benchmark. One of the transactions is the payment transaction. This transaction 

updates the customer balance and transmits the payment details to the warehouse sales list as 

well as the relevant district. 

The significance degrees of data objects which exist in the write set of a transaction must 

be determined. One of the existing data objects in the write set of the payment transaction is 

of the customer type and two other data objects are of warehouse and district types. We 

assume that in terms of the system owner, the significance degree of a customer type object 

depends on its balance (C_BALANCE) and its number of payments (C_PAYMENT_CNT). 

In a table called “Features”, we keep the features of a data object type which is used to 

determine the significance degree. In Table 1, the features of a data object from customer type 

which is inserted into the feature table, are shown. 
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Table 1. Features Table 

Feature Obj_Type 

C_BALANCE Customer 

C_PAYMENT_CNT Customer 

 

In the last example, the significance degree of a data object was related to the feature of 

only one type of object. Depending on the application and the importance level of the data 

object in terms of the system owner, we can extract different strategies. 

So, the input of the neural network is the features of data objects and the desired output of 

the neural network is the significance degree corresponding to input data objects which are 

determined by the system owner. This set of numbers is used for training the neural network. 

After the training, the neural network will be able to determine the significance degrees of 

new data objects. Thus, a neural network should be trained for each type of object. 

To determine the significance degree of a data object, the type of that object should be 

identified first. Depending on the type of object, we may have two different situations: 

 If the object type has a significance degree (a neural network is trained for this type), 

a “select” statement will be executed to retrieve the data object features from 

“Features” table. Values of these features are sent as input parameters to the neural 

network which is trained for this type of object. 

 Otherwise, we take a number as the significance degree in the way that this number 

should not have any effects on the weight factor. 

 

The Significance Degree Determiner component is shown in Figure 4. This component 

determines a significance degree for each record of write log table in the way described 

above. The results is saved in the Significance Degree Table.  

 

 

Figure 4. Significance Degree Determiner 

 



International Journal of Database Theory and Application 

Vol. 5, No. 2, June, 2012 

 

 

90 

 

2.2.2. Calculating the Weight Factor: Depending on the application and the required 

security, different methods can be applied for obtaining the weight factor. In financial 

systems like a banking system, which requires a high security level, the weight factor can be 

the total of significance degrees. In other words, if W1, W2, W3,…,Wn are significance 

degrees of a transaction’s write set, the weight factor W is calculated as follows: 

 

W= W1+ W2+ W3 +…+Wn.                       (1) 

 

Therefore, the security level of every data object is taken into account to calculate the 

weight factor. Using this method, transactions which do suspicious activities on data objects 

with a high significance degree, are identified rapidly and the system will be saved from 

incurring more damages. For example, in a banking system, a user, who does suspicious 

activities on the accounts with high balances, enjoying high importance, is identified as a 

suspicious or malicious user rapidly. 

To implement this method the significance degree table is used for the calculation of the 

weight factor of each suspicious transaction sent by ID.  

 

2.2.3. Evaluation: To start the evaluation process, we implement a prototype of optimized 

ITDB architecture. For more information regarding the implementation process refer to [12]. 

The experimental environment includes one server and two clients which are connected by a 

10/100 Mbps switch LAN. The specifications of these computers are shown in Table 2. 

The database server is Microsoft SQL Server 2008. The transaction generator is executed 

on clients. All parts of the optimized architecture are executed on the server. In these 

experiments, TPC_C benchmark is used for generating transactions. Malicious transactions 

are simulated with abnormal inputs. The database will include 2.65 million records. It should 

be noted that the largest size of read/write set for a transaction is 33 reads as well as 33 writes 

while the smallest is 3 reads and 4 writes.  

 

Table 2. System Specification 

Client 2 Client 1 Server System specification 

Pentium 4 2.0 

GHz 

Pentium 4 2.0 

GHz 

Pentium (R) D 

3.0 GHz 
CPU 

512 MB 512 MB 1 GB Memory 

80 GB 80 GB 300 GB Storage 

Windows XP 

Pro 

Windows XP 

Pro 

Windows 

Server 2003 
OS 

 

For the measurement of the performance loss, we measure the average response time of 

transactions (per 1,000 transactions). Transactions are submitted to server in batch-style (non-

interactive) with a normal distribution. The same set of transactions is used at all experiments. 

Response time of each transaction is the interval between the timestamp taken before the last 
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character of the required input data is entered by the emulated user and the timestamp taken 

after the transaction's commit. It is obvious that this time includes the time spent for the 

controls in ITDB. 

 

 

 

 

 

 

 

 

 

 

Figure 5. Average Response Time (waiting time of each transaction before 
sending is 0 to 5 milliseconds) 

 

In Figure 5, the effect of these controls is displayed on the transactions' response time 

within four experiments. In these experiments, the transactions are sent from two different 

clients. We consider 0 to 5ms as the waiting time before each transaction is sent. 

We use the randn() function in MATLAB simulator software to make a normal waiting 

time. This function can make random numbers from a normal distribution with mean 0 and 

standard deviation 1. 

Transactions, sent by a trustworthy user, are submitted directly to the server for execution 

without any control in the first experiment. In the second experiment, the read and write set of 

transactions, sent by a trustworthy user, are extracted by the proxy subsystem. The results of 

this experiment show that this subsystem will reduce performance up to 37.2%. 

Transactions submitted by a trustworthy user beside a proxy subsystem are scanned by the 

Confinement Executer in the third experiment. In this experiment, the Confinement Executer 

scans the write set of transactions. Since there is not any suspicious version of objects in this 

experiment, no transaction will be rejected. The results of this experiment show that the 

Confinement Executer reduces performance up to 7.3%. 

 In the fourth experiment transactions are submitted by a suspicious user. In this 

experiment, in addition to controls related to the isolation of suspicious transactions, controls 

which were enforced at the previous experiment are applied as well. In this experiment, 

controls, related to the isolation phase, reduce performance up to 21.8%. 

The results of experiments show that the optimized ITDB, compared with DAIS, has a 

negligible performance loss (7%). This is due to the existence of confinement executer. 
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In the previous set of experiments, the significance degree of transaction’s write set was 

not determined. In coming set the Significance Degree Determiner component is enforced to 

evaluate the system performance. For this purpose, a neural network is trained for the type of 

customer which was described in previous section. Significance Degree Determiner does not 

cause a direct affect on the response time of the transactions. However, this unit will increase 

the system workload which may cause the performance loss. 

The experiments are repeated with previous conditions, the only difference is that the 

significance degree of data objects which will be kept in the significance degree table, are 

determined. In Figure 6, the effect of controls under the new circumstances is displayed on 

the transactions' response time. 

In the first experiment, the write log table is empty. So, the Significance Degree 

Determiner unit does nothing and the average response time does not change. In the second 

and third experiments, the Significance Degree Determiner unit reduces the system 

performance by about 1% .In the fourth experiment this unit reduces the system performance 

by about  2%. 

 The result of experiments shows that the performance loss which is created by the 

Significance Degree Determiner unit, is negligible (about 1%). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Average Response Time (with enforcing significance degree 
determiner) 

2.3. Waiting Queue 

In DAIS, during the time of isolation, inconsistency may be appeared. Some of these 

inconsistencies are not resolvable. For example, in a bank application, a suspicious 

transaction may withdraw fund from an account and a transaction of an authorized user also 

may withdraw fund from same account in the long run of isolation time. If suspicious user is 



International Journal of Database Theory and Application 

Vol. 5, No. 2, June, 2012 

 

 

93 

 

identified as innocent, data versions of the suspicious user are merged into the real database. 

These operations may cause the account balance being negative. At such a case, if the 

application did not accept negative balances, the integrity of database will be compromised. 

In fact, with simultaneous updating of a data object on numerous versions, integrity rules may 

be violated. 

To solve this problem, we prevent updates with suspicious versions. This will have some 

effects: 

1. As every data object can only have one suspicious version at any given time, we will 

lose a large amount of data availability in our system.  

2. Using this method, there will be fewer inconsistencies during the isolation time. 

Therefore, while the merging process is done, fewer transactions will be backed out. 

For making a tradeoff between integrity and availability a waiting queue will be considered 

for each data object which has suspicious version. The waiting time initially is equal to the 

isolation time. As the waiting time gets shorter, the availability level of the data objects with 

more referrals increases. Availability is considered as a very important factor for such objects. 

These data objects can have several suspicious versions at any given time. Depending on the 

application, we can use different strategies to decrease the waiting time. Under such 

circumstances, the possibility of outbreak of insolvable inconsistencies will be increased and 

consequently, the integrity is reduced. 

As shown in the Figure 3, the confinement executer scans the write set of transactions. If 

the write set of a transaction contains any suspicious object version, the confinement executer 

will put the transaction in the waiting queue and will prevent it from being executed. These 

waiting transactions can be restarted after terminating of waiting time. 

 

3. Managing the ITDB Architecture 

Although the preventive controls of optimized ITDB architecture provide more security 

and integrity, they can degrade the system’s performance. All architectures of ITDB, due to 

the controls which conduct on execution of transaction, will reduce performance to some 

extent. The extent of performance loss in our systems is influenced by changes in the 

environment. In this section, we are going to evaluate the performance overhead of the 

optimized ITDB architecture under different circumstances and present a combinational 

model of intrusion tolerance techniques for managing the ITDB architecture. 

 

3.1. Evaluation of Environment Parameters 

In the experiments shown in Figure 5 the waiting time of each transaction being sent to the 

server is very short. So, results of experiments display the system performance under the 

maximum workload. For evaluating the system performance under different circumstances 

(different workloads), the waiting time of each transaction before sending is changed and 

experiments are repeated. This time, we consider 0 to 50ms as the waiting time for each 

transaction. 

In Figure 7, the effect of controls under the new circumstances is displayed on the 

transactions' response time. 
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Figure 7. Average Response Time (waiting time of each transaction before 
sending is 0 to 50 milliseconds) 

 

In the first experiment, transactions are submitted directly to the server for execution 

without any control, the average response time is reduced by 13% compared to the first state. 

In the second experiment, the proxy subsystem reduces the system performance by 30% 

which is 7% less than the first state. In the third experiment, however, the confinement 

executer unit reduces the system performance by 5.1%. In this experiment, the performance 

loss is 2% less than the first state. In the fourth experiment, the isolation controls reduce the 

system performance by 17.3%. In this experiment, the performance loss is 4.5% less than that 

in the first state. 

As is inferred from the result of experiments, with decreasing the system workload, the 

performance loss which is the result of the security subsystem controls, is decreased.  Indeed, 

concurrent executing of transactions is reduced by decreasing the system workload and as a 

result, the transactions response time will be reduced. However, this is not a linear 

relationship. The performance loss decrease will eventually stop at the point where there will 

be a minimum possibility of any confliction in the execution of transactions.  

In these experiments, we studied the effect of system workload on the extent of 

performance loss in our system. Another factor which could impress the system performance 

is the number of attacks. As the number of attacks increases, the security subsystems make 

more restrictions to prevent the attacks and to repair the damages caused by them. As a result, 

the system performance will be reduced. Therefore, a proper security subsystem should be 

used to provide the system’s required security and performance to make a tradeoff between 

the integrity and the availability of system. 

 

3.2. Adaptive Controller 

The architecture of an ITDB needs a controller to provide the required integrity and 

security for the system according to the changes in the environment. An adaptive ITDB 

architecture is presented by Liu and his colleagues for this purpose, which is denoted as 

AITDB [4]. An adaptive controller is used in this architecture. This controller uses a number 
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of monitoring parameters to monitor the environmental circumstances. These parameters 

represent the integrity and availability levels, number of attacks and the workload of the 

system. 

This adaptive controller implements a number of reconfiguration (vector) according to the 

values of the monitoring parameters. In fact, each reconfiguration is a set of control 

parameters (and their values). This set is related to one of the ITDB components. The control 

parameters determine the behavior of ITDB components for the next adaptation interval. In 

other words, the adaptive controller scans the monitoring parameters after a certain amount of 

time (the adaptation interval) and set the values of the control parameters according to the 

environmental circumstances. 

The control parameters which are set by the adaptive controller are related to the ID, the 

damage container and the mediator. 

The major control parameters for the ID are either THm (malicious anomaly level 

threshold) or THs (suspicious anomaly level threshold). The control parameter of the Damage 

Container represents the damage leakage and is denoted as DL. If DL=0, the multi phase 

damage confinement technique will be enforced. If there is no restriction on DL, the one 

phase damage confinement technique will be enforced. The control parameter of the mediator 

represents the transaction delay time and is denoted as DT. If DT=0, it means that the 

transactions are executed with the maximum speed. Otherwise, the transactions are executed 

with a slower speed.  

In this adaptive controller, however, there is no control parameter to switch between the 

attack isolation technique and the multi phase damage containment technique. It has not 

mentioned clearly in the aforementioned research that how we can use both techniques at the 

same time. In this part of the paper, we are going to present a practical model to utilize the 

combination of intrusion tolerance techniques. 

 

3.2.1. Combinational Model: In Figure 8 a practical model for using the combination of 

intrusion tolerance techniques is shown. According to this model, switching from one 

technique to another is possible by determining proper values for the control parameters at 

any given time (this job is done by the adaptive controller). It is also possible to use several 

techniques simultaneously to provide the system’s required integrity and availability levels. 

 

 

 

 

 

 

 

Figure 8. A Combinational Model of Intrusion Tolerance Techniques for 
Managing the ITDB Architecture 

 

The control parameters which are used to switch between the intrusion tolerance 

techniques are shown in this model. As we move toward the left-hand side techniques, the 

availability level decreases and the integrity level increases. For a better understanding of this 

model, we are going to compare the integrity and availability levels of different intrusion 

tolerance techniques. 

As we explained earlier, the multi phase damage confinement technique guarantees that no 

damage will be leaked out after identifying a malicious transaction. Therefore, the integrity 
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level of this technique is higher than the one phase damage confinement technique. However, 

since some of the data objects may mistakenly be confined in this technique, the availability 

level of this technique is lower than the one phase damage confinement technique. The 

control parameter used to switch from the multi phase damage confinement technique to the 

one phase damage confinement technique is the amount of damage leakage. If the integrity 

has the highest priority in our system, no damage should be leaked out. Thus, the value of DL 

is set to 0 to enforce the multi phase damage confinement technique. 

 In the attack isolation technique, the effects of suspicious transactions on a virtual 

database are isolated. For this reason, this technique provides an appropriate level of integrity. 

A data object can have several suspicious versions at the same time in this technique. 

Therefore, this technique provides an appropriate degree of availability too. Since there are 

some preventive actions taken in this technique, the attack repair costs will decrease. For this 

reason, the attack isolation technique has the priority over the multi phase damage 

confinement technique. However, there is no limitation for the isolation time in the attack 

isolation technique and this is count as a security weakness point of this technique. If the 

suspicious users list is attacked, the isolation time may get longer and as a result, the 

availability level may decrease and the merging cost may increase. To eliminate this security 

weakness point, we need to allocate a primary isolation time (as described in the previous 

section) to each user. The attack isolation technique with isolation time controller and the 

optimized attack isolation technique, partially switch to the multi phase damage confinement 

technique for the users whose isolation time is finished but their innocence is not proved yet. 

Partially switching in this manner is done by the isolation time controller. In other words, a 

combination of both techniques is used by ITDB architecture in such a situation. 

If there is a high growth in the number of users who are switched to the multi phase 

damage confinement technique, switching totally to the multi phase damage confinement 

technique will be a good idea. In case there is an increase in the number of suspicious users 

whom isolation time is finished, we can conclude that the users’ session time has exceeded its 

average value. If we use the attack isolation technique in such situation, the availability level 

will be decreased and the merging costs will be increased. For this reason, the multi phase 

damage confinement technique seems to be more appropriate for use. In this case, the average 

session time of users is utilized as a monitoring parameter. We use the Isolation Time (IT) as 

a control parameter to switch to the multi phase damage confinement technique. If the value 

of this parameter is equal to zero, the isolation time controller will set the value of users’ 

primary isolation time to zero and as a result, the system will totally switch to the multi phase 

damage confinement technique. 

In the attack isolation technique, if a data object is updated in several different versions 

simultaneously, the integrity rules may be violated. In the optimized attack isolation 

technique this problem is eliminated by using a waiting queue for the data objects with 

suspicious versions. As mentioned earlier, for making a tradeoff between the integrity and the 

availability levels of system, we can adopt different strategies to adjust the time of waiting 

queue. Using such strategies, the waiting queue of data objects with more referrals will be 

defused in a shorter amount of time. In other words, these data objects can have several 

suspicious versions at the same time. Using this method, the system can partially switch from 

the optimized attack isolation technique to the attack isolation technique. We use a control 

parameter called Waiting Queue (WQ) for performing such a total switch. If the integrity 

level of system has a high priority, we then will set the WQ to 1 and switch to the optimized 

attack isolation technique. In case the availability level of system is below the required one, 

we can set the WQ to 0 and switch to the attack isolation technique. When the value of the 

WQ parameter is zero, the Confinement Executer will permit all the transactions that must 
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have been placed in the waiting queue to execute. As a result, the system will switch to the 

attack isolation technique. Otherwise, the Confinement Executer will not give the execution 

permission to the transactions which intend to update the data objects with suspicious 

versions. The Confinement Executer will place such transactions in the waiting queue and as 

a result, the system will switch to the optimized attack isolation technique.  

 

3.2.2. Implementation and evaluation: To reconfigure the ITDB architecture dynamically, 

the adaptive controller must find the best configuration vector (which consists of control 

parameters) according to the monitoring parameters. Since the adaptation space of the ITDB 

architecture consists an exponential numbers of configurations, it is a difficult job for the 

adaptive controller to find such vector. In other words, if the configuration vector is 

[THm,THs, DL, DT,IT,WQ], its relevant adaptation space will be d(THm×THs× DL× 

DT×IT×WQ) which is actually huge. To solve this problem, the heuristic adaptation 

algorithms are used. The adaptive controller should select the proper heuristic adaptation 

algorithm according to the environmental circumstances. Luenam and his colleagues have 

presented a rule-based mechanism as well as a neuro-fuzzy technique for implementation of 

this adaptive controller [14]. This research shown that using the adaptive controller will 

improve the performance (Trustworthiness-to-Cost Ratio). Using the new parameters (WQ, 

IT) in this adaptive controller provides a high flexibility without changing the performance. 

High level of the integrity can be achieved with more cost. So the Trustworthiness-to-Cost 

ratio does not change so much.    

 

4. Conclusion 

The intrusion tolerant database system presents a new paradigm in the field of database 

security. This system uses new techniques to react against attacks that cannot be identified by 

traditional security systems. Each intrusion tolerance technique provides different levels of 

integrity and availability under the same circumstances. In this paper, we presented a model 

which is a combination of several intrusion tolerance techniques. According to this model, the 

system can switch from one technique to another to provide the required levels of integrity 

and availability for the system at any time.  

We used also a neural network for determining the significance degrees of data objects in 

the optimized attack isolation technique attempting to deploy other intelligent methods can 

form future research in this arena. 
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