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Abstract 

With the abundance of interminable text documents, providing summaries can help in 

retrieval of relevant information very quickly. The technique is to extract those sentences 

from the document that contain important information.  This paper presents the results of 

our research on extractive summarization with a method based on Support Vector 

Machines (SVMs). The SVMs are trained using DUC-2002 dataset and the importance of 

sentences is judged on the basis of salient features. To evaluate the performance of our 

system, comparisons are conducted with two existing methods. ROUGE scores are used 

to compare the system generated summaries with the human generated summaries, and 

the experimental results show that our system's performance achieved high metrics. 
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1. Introduction 

   Automatic text summarization is a process of making a consistent summarized 

document that keeps the most important points of original document. It is a method for 

data reduction which enables users to reduce the amount of text that must be read to 

gather the essential information. Summarization helps user to find meaningful and 

relevant information from large documents. It plays a significant role in information 

retrieval and information gathering.  

Since the advent of text summarization, multiple techniques have been proposed for 

generating summaries in such a way that computer generated summary are similar to the 

human generated summary. Extractive summarization is one such approach that focuses 

on assigning scores [1] to sentences in the document based on certain predefined 

features. The extractive summary generated is a subset of the sentences from the 

original document. The features include use of proper nouns and word sense 

[2] ,linguistic and statistical features, such as position [Marcu, 1997] and syntactic 

features [Pollock and Zamora, 1975]. Each sentence feature has its own contribution for 

the relevant judgment of the sentence.  

Multiple machine learning techniques have been employed for automatic text 

summarization, such as Bayesian classifiers [5], decision tree. However, most of these 

methods tend to overfit the training data when high dimension feature spaces are given. 

Support Vector Machines [5] are effective even with a high dimension feature space. In 
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this paper, we present the results of Single Document Summarization technique based on 

SVMs.  

 

A. Support Vector Machines 

Support Vector Machines performs classification tasks by constructing an optimal 

separation, referred to as hyperplanes in a multidimensional space that separates the 

training dataset items having different class labels as shown in Fig. 1. 

For explanation purpose, we consider a linearly separable training data were each 

sample has feature   and label    *     + .  -1 denotes negative class whereas 1 

indicates positive class. 

Therefore the training data is of the format( ⃗     )    ( ⃗     ). 
The maximum margin hyperplane,which resides equidistance from respective class 

support vectorsis expressed as  

 ⃗⃗⃗  ⃗      

Where  ⃗⃗⃗ is the weight vector that is normal to the hyperplane and b is the scalar bias. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Optimal Decision Surface with Margin and Non-optimal Decision 
Surface 

The objective is to maximize the distance between the parallel hyperplanes that 

separate the two classes of data having the maximum-margin hyperplane lying in between 

planes. Therefore, we have to minimize‖ ‖:  

 

      
 

 
        

Subject to the equations : 

 ⃗⃗⃗  ⃗      

 ⃗⃗⃗  ⃗       
In case of non-linear training data, slack parameters that take the misclassification rate 

into account are introduced: 

      
 

 
         ∑  
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Here, C is a hyperparameter that controls the amount of training error allowed. 

The above quadratic programming problem’s solution provides the discriminant 

function as: 

 ( )  ∑      

 

   

      

Non-linear classifiers can be created by applying the kernel trick to maximum-margin 

hyperplane. The polynomial kernel is as follows, 

 ( ⃗    )  ( ⃗    )
  

The decision function can be written in form: 

 ( )  ∑       ( ⃗    )

 

   

   

In this paper, we have used a polynomial kernel with the given parameters: 

 

Degree = 2 

C = 0.0001 

 

The paper is organized as follows. Section 2 reviews the other works related to 

automatic summarization. Section 3 introduces our model based on Support Vector 

Machines. Section 4 presents the experimental setting and evaluates the results of the 

proposed model. Finally, Section 5 concludes the paper. 

 

2. Related Work 

Automatic text summarization has been studied since 1950s[1]. This approach was 

implemented on technical papers and magazine articles which suggested using 

frequency to determine words that are descriptive of the topic of the document. 

Conventionally, the sentence features were studied individually. [9]used position and 

length as salient surface features. It was based on the observation that sentences located 

at the beginning of the document were most likely composed of important information. 

[19] used lexical indicators to determine the relevant information from documents. 

Whereas, [3] used features like uppercase words, length, position of words by using 

naïve-bayes classifier.[20] used cohesion chains to determine the sequence of associated 

words. Edmundson’s [17] work led to machine learning approaches in summarization. 

He used a linear combination of features to weight sentences. Thomas et al. [18] 

designed a system for automatic keyword extraction for text summarization using 

hidden Markov model.  Lin and Hovy[21] used decision trees and rich features where 

the text is portrayed in a predictable discourse structure. The approaches used in [12] 

and [14] made use of  SVM model for extracting summary with different set of feature 

vectors in each approach. 

The authors in this paper have also used support Vector Machines with a certain set 

of features which shows good performance when experimented with DUC 2002 dataset.  

 

3. Proposed Approach 

Figure 2 shows the proposed approach for generating extractive summary from plain 

text document using SVM classifier. 
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Figure 2. Proposed Approach for Extractive Summarization 

The text for which summary is to be generated is preprocessed so that we can extract 

the feature vectors from that text. For this following steps are followed: 

 

A. Pre Processing 

 

1. Sentence Tokenization: We have divided the entire document into sentences. Each 

sentence is then processed individually. 

2. Word Tokenization: Every sentence is then tokenized to generate tokens that are 

used to determine words and phrases.   

3. Stop Word Removal:  The stop words are removed from the list of tokens. The 

stop words are are taken from the NLTK corpus. 

4. Punctuation Removal: All the punctuations are removed along with the stop 

words so that they are not included in the term frequency count. 

5. Part Of Speech Tagging :Words of the document are tagged as nouns, adjectives, 

verbs. Tagging is done using NLTK pos-tagger. 

 

B. Feature Vector Extraction 

 

When the preprocessing of the document is completed, the feature vector of each 

sentence of the document is calculated. The feature vectors are combined to form the 

feature matrix of the entire document. The following features are taken into account:  

SVM Classifier 

Feature Vector Extraction 

Length of the 
sentence 

Numerical 
Values:  

Position 
Feature 

Noun 
Frequency 

Term 
Frequency 

New Terms 

Text Preprocessing 

Part Of Speech 
Tagging  

Stop Word 
Removal 

Word 
Tokenization 

Sentence 
Tokenization 

Punctuation 
Removal 

Text Document 

Extractive Summary Document 



International Journal of Database Theory and Application 

Vol.10, No.8 (2017) 

 

 

Copyright ⓒ 2017 SERSC Australia      87 

1. Position Feature[7]:  This feature is used to judge the importance of the sentence 

on the basis of its position in the document. For first or last sentence of document. 

           
For the remaining sentences, 

          *(                      )  (
 

     
      )+ 

Where, 

      
  

   
     

      
  

   
     

N is total number of sentences in document.  

2. Numerical Values: This feature consider the sentences that contain numerical 

values or figures. 

         
                          

                      
 

3. Term Frequency: This feature helps to determine the importance of the sentence 

on the basis of the amount of terms that are frequently occurring in the sentence. 

This features captures the sentences that most likely contain relevant information. 

         
                                     

                      
 

          
∑         
      
   

                      
 

4. Noun Frequency: Proper Nouns are calculated on basis of part-of speech tagging 

of each sentences.   

         
                              

                      
 

5. Lengthof the sentence: Sentence length can help to determine the amount of 

content in the sentence. 

       
                               

                          
 

6. New Terms: This feature is used to calculate the number of unique terms in a 

sentences. It gives weightage to those sentences that contain new information. 

         
                                      

                      
 

4. Experiment and Evaluation 

The SVM classifier is trained using DUC-2002 dataset because it provides summaries 

along with the documents for comparison. For training, Binary classification problem is 

considered where every sentence is classified as important or not important. The class is 

judged on the basis of presence or absence of the sentence in the document’s summary.  

The training dataset consists of 500 negative and 500 positive samples.   

After the feature matrix of the document is calculated, it is given as an input to the trained 

classifier. SVM classifies the sentences as positive and negative. Only positively 

classified sentences are taken, and they are ranked according to the their distance from the 

maximum margin hyperplane. The top N sentences are chosen as the extractive summary 

for the document. N is varied according to length of summary that is to be generated. 

Randomly chosen documents were chosen by us for evaluation. 

To evaluate the efficiency achieved by applying the proposed model, it is compared with 

the Base and TextRank summaries. We are using ROUGE evaluation package (Recall 

Oriented Understudy for Gisting Evaluation) for the evaluation of summaries.  Recall 
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based score are used to compare system generated summary with one or more human 

generated summaries. Unigram matching is found to be the best indicator for evaluation. 

We are using ROUGE-1 scores which are computed as division of count of unigrams in 

relative that appear in system and count of unigrams in reference summary.Table 1 

represents the recall, precision and F-score of the documents calculated by taking human 

generated summary as reference. 

 

Table 1. Experimental Scores 
 

Document Recall Precision F-Score 

1 0.63063 0.33333 0.43614 

2 0.47253 0.43434 0.45263 

3 0.48148 0.33121 0.39245 

4 0.57843 0.472 0.51982 

5 0.69524 0.39891 0.50694 

6 0.56 0.31285 0.40143 

7 0.56364 0.47692 0.51667 

8 0.59804 0.31606 0.41356 

9 0.50495 0.65385 0.56983 

10 0.58879 0.33158 0.42424 

11 0.66981 0.29461 0.40922 

12 0.76636 0.36771 0.49697 

13 0.54808 0.43846 0.48718 

14 0.61538 0.27948 0.38438 

15 0.65217 0.30303 0.41379 

16 0.625 0.38462 0.47619 

18 0.53398 0.3624 0.43307 

19 0.45361 0.48889 0.47059 

 

The results obtained are compared with Base Line summaries and TextRank 

summaries. The graph shown in Figure 3 indicates the average Recall scores for the 

summaries of the three models. High average recall metrics is observed for our proposed 

model. 

 

 

Figure 3. Result Evaluation of Our Approach 
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5. Conclusion and Future Work 

Summarizing a text automatically with a good accuracy is tedium. The experimental 

results showed that our proposed system based on Support Vector Machines achieved 

good performance with high metrics values. To further improve the accuracy, 

experiments will be conducted with additional combination of features and 

incorporation of ontologies for better text summarization. In future we plan to 

experiment our approach for multi-document summarization. 
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