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Abstract 

As an important data structure, graph can be used to describe the complex relationship 

among stuffs. With the setting up of social network, web network and other network in 

figure data, data mining technology has gradually become a hot research. Traditional 

data mining technology has been applied to the field of graph data mining constantly. 

Consequently the development of the graph data mining technology has been accelerated. 

This paper demonstrates the definition of graph data, and the current graph data mining 

algorithms which include graph classification, graph clustering, query graph, graph 

matching, graph of frequent subgraph mining, and graphic database development status. 

At last, what challenges graph mining technology confronts is illustrated in this paper.  

 
Keywords: graph,graph data, graph mining. 

 

1.Background Meaning 

As an important data structure, graph can refer to the complex relationship among 

stuffs [1].Various network systems are all in the graph structure formation such as social 

networks, the worldwide web, academic cooperation network, communication network 

data and so on.With the development of information technology, the data in these 

networks is increasing constantly. How to mine the potential information and get 

constructive value in these data is a problem that needs to be solved urgently. Graph data 

mining technology as a research hotspot have been widely studied and reviewed by 

scholars in recent years. Graph data mining technology has the nature of the traditional 

data mining technology,in addition,it also has the complex relationship between the data 

objects, abundant data forms,therefore complex data structure is a excellent tool for 

processing. Using graph data mining technology to mine the data in the system, get the 

hypothetical information, and apply it to pattern recognition, electronic commerce, 

finance and other fields. 

 

2. Graph Data Definition 

The graph is composed of the edges of the points and the connecting points. The 

connecting points are usually used to represent the user's vertices and the edges of the 

graph represent the relationship between the users. Graphs include directed graphs and 

undirected graphs. Edge is generally expressed by two vertices, if the two vertices 

disorder, it is named undirected graph,As shown in Figure 1 (a); if the two vertices in 

order, it is named directed graph,As shown in Figure 1 (b). The graph is represented as an 

ordered two dimensional group ),( EVG , among them: 
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V representation of nodes in a graph:
1 2 3{ , , , }nV v v v v ; E represents a collection of 

edges in a graph:     , , ,1 , ,i j i jE v v v v R i j n i j     ; 

The number of edges V of the vertices is called d(v),the degree of the vertices. If the 

edge is given to the data information, the weight of the edge is called the intensity of the 

relationship between the vertices. If the vertex is granted the information, called the 

attribute of the vertex. This graph is called the attribute weighted graph 
[2]

,Weighted 

attribute graph is widely used in graph clustering.As shown in Figure 1 (c). 

Now G =  , , ,V E A  ;Among them:V represents a node collection in an attribute 

graph:
1 2 3{ , , , }nV v v v v ; E represents a collection of edges in an attributegraph: 

    , , ,1 , ,i j i jE v v v v R i j n i j     ; 

A represents a collection of properties of a graph:  1 2 3,, , mA a a a a ;among 

them:  stands for the weight value of the edge:  1 2 3, , p     , p  . 

If K represents the nonempty set of V(G),v represents any vertex, and 

)}(,|{)v(M GEuvKuu  stands for the field of K,for any graph G or N, if 

)()(V GVN  and )()(E GEN  , then N is called subgraph of G.As Figure 1 

illustrates,the three kind of graphs are shown below: 
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  (a)Undirected Graph                (b)Directed Graph                           (c)Weight Graph

 

Figure 1. Comparison Graph 

 

3.Research Status of Graph Data Mining Technology 

With the deepening of the research of graph data, graph data mining technology has 

been widely studied and developed. Graph data mining technology mainly include graph 

classification, graph clustering, graph query, graph matching, graph mining, graph 

database, etc. This paper mainly introduces the research status and characteristics of these 

technologies, meanwhile, compares their advantages and disadvantages. 

 
3.1 Graph Classification 

Graph classification is an important part of graph mining technology which is 

classified by the classification model. According to whether node labels and training tuple 

class exist, classification graph will be subdivided into unsupervised classification, 

supervised classification and semi supervised classification. Because of the difference of 

the classification model, the method of graph classification includes the classification 

based on frequent subgraph model, based on the probabilistic substructure model and 

based on graph kernel function model. 

As the classification feature, classification based on frequent subgraph model is to 

classify the structure and attribute of the frequent subgraph. It mainly consists of three 

steps: to begin with, we dig out the frequent subgraph; nextly, the feature of frequent 
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subgraph is used as the classification feature; in the end, structural classification model is 

constructed. The advantage of the algorithm is that it can be adapted to all kinds of graph 

data, and the structure characteristic of the graph is classified, and the algorithm is simple. 

The disadvantage is frequent subgraph features and scale is not easy to determine when 

the characteristics of frequent subgraph size for a little while, will produce a large amount 

of classification model, classification results lower, lengthen the time of classification and 

low classification accuracy. 

Classification is based on probabilistic substructure model: This method mainly 

consists of two algorithms: Apriori algorithm
 [3]

 and FP-Growth algorithm
 [4]

. The core 

idea is to classify a complete subgraph model according to the support measure. The 

advantage of these algorithms is that the algorithm has low time complexity and high 

accuracy, and the disadvantage is that the efficiency is very low for large input databases. 

Classification based on graph kernel model: "Core" relates to the framework of the 

atomic function associated with the structure of the graph in the graph. Classification 

based on graph kernel model, is to assign each node in the graph a "case", In the operation 

of the edge of the graph structure, the calculation of the similarity of the node "case". 

Through experiments, it is indicated that the similarity of the feature "case" is better than 

the distance based computing. The current graph kernel classification algorithm consists 

of a loop and a based on the walk of the graph kernel algorithm. Xiong[5] et al.proposed 

protein classification based on graph kernel. The shortcomings of the graph kernel 

algorithm are having limitations, and frequent subgraph classification algorithm as 

implemented by all of the graph structure, but in the classification effect of specific graph 

structure is better in frequent subgraph classification algorithm. 

 
3.2 Graph Clustering 

Graph clustering is to divide the nodes into a cluster
 [6] 

in the condition of considering 

the structure of the edge. After dividing the clusters can better extract and analyze the 

object to be studied. Graph clustering algorithm is not restricted to the division of the 

parallel structure. At present, the core research of graph clustering algorithm is based on 

the structure and properties of the division, in order to achieve better clustering effect. 

According to the different clustering algorithms, the clustering algorithm is divided into 

cluster adaptive algorithm and the algorithm based on vertex similarity. Based on the 

similarity of the vertices include the algorithm is based on the adjacency matrix algorithm, 

the distance similarity algorithm and the connectivity algorithm. The clustering algorithm 

includes the algorithm based on the cutting algorithm and the algorithm based on the 

density. Graph clustering algorithm can also be separated into global clustering algorithm 

and local clustering algorithm. Global clustering algorithm is to separate all the nodes in 

the graph into clusters; Local clustering algorithm can only divide a part of the vertices of 

each cluster. Based on different criteria, graph clustering can be separated into clustering 

based on vertex structure similarity, clustering based on attribute similarity and clustering 

based on attribute similarity. At present, the classical graph clustering algorithm is 

Kernighan-Lin algorithm
 [7]

, spectral clustering
 [8]

, GN
[9]

, etc. 

Kernighan-Lin algorithm is a graph clustering algorithm based on a greedy algorithm.It 

based on the greedy algorithm complex network is divided into two communities, and 

join the gain function p , divided two community all edges minus the number of the two 

agencies interval number of edges is p , followed by a constant search another division 

makes p  to a maximum value, you can complete the clustering objective. However, the 

algorithm needs to know the size of the two community, otherwise it cannot get a good 

clustering effect, the flexibility is poor. 

Spectral clustering belongs to point to cluster. The core theory of spectral clustering 

algorithm is graph theory. The essence of it is to divide the clustering into graph. In the 

spectral clustering algorithm, the clustering object is the node of the undirected weighted 
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graph, and the similarity of the object features is represented by the weight of the edge. 

Secondly, the distance matrix of the graph is obtained, and the object coordinate is 

calculated according to the distance matrix. Finally,clustering based on coordinates. 

Spectral clustering is an efficient clustering algorithm, but the research of spectral 

clustering is still in the initial stage, and has not formed a perfect theoretical system, so 

further research is necessary. 

GN algorithm is based on breadth first search algorithm, the shortest path to a node and 

the other nodes is obtained by a breadth first search, and the number of edges is equal to 

the number of the shortest path. Dielectric numerical value is greater, the bibliography 

shortest path, the edges of the greater probability between the two communities, so 

division basis is constantly shifting ex large boundary value to achieve clustering. And it 

can be utilized to distinguish between the position of the community. The GN algorithm is 

applied to the larger network community clustering, but it needs to know the number of 

the network community before clustering. As Figure 2 illustrates,this graph clustering 

model is as follows: 

Feature 

extraction

and Selection

Clustering 

Algorithm 

Design 

and Choice

Clustering  

Confirmed

Results 

Analysis

Data Sample

Knowledge

Clustering

 
Figure2.Clustering process 

3.3. Graph Query 

Graph query refers to the pattern of the same or similar pattern as the input graph and 

the input graph in the graph database. Graph query mainly is composed of three aspects: 

reachability query, distance query and keyword query. Reachability query can be used to 

determine whether there is a path between nodes; Distance query can be used to obtain the 

shortest path between nodes; Keyword query is used to study and discover the 

relationship between the nodes and the superior group of keywords. At present, there are 

three main problems: how to improve the efficiency of mining graph structure, how to 

find the subgraph of all the keywords and improve the accuracy of the query. The classical 

algorithm of graph query is BANKS algorithm
 

and bidirectional query 

algorithm,however,this kind of algorithm can not know the whole structure of the graph, 

and the distribution of keywords in the graph can not be obtained because the querying is 

blind. There is likewise a kind of algorithm is based on the index of graph query 

algorithm. The representation algorithm is proposed by X.Yan
[10]

with frequent subgraph 

as the index structure for graph mining. 
 

3.4. Graph Matching 

Graph matching is all the subgraphs that match the given input patterns from the data 

graph. Graph matching is the process of comparing the similarity between graph structure. 

According to the matching accuracy rate, the graph matching is split into exact graph 

matching and non exact graph matching. The exact matching method includes the 

maximum common subgraph, the minimum common subgraph and the subgraph 

isomorphism. The principal method of non literal matching is to edit distance algorithm. 
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This paper mainly introduces the method of isomorphism of subgraph and edit distance 

method. 

Sub graph isomorphism is a type of exact matching, given a data graph and an input 

graph, and only if there exists a subgraph isomorphism with the input graph, the data 

graph and the input graph isomorphism. Sub graph isomorphism belongs to NP- complete 

problem. Graph matching efficiency is low. And the subgraph isomorphism requires that 

the subgraph and the input graph have the exact same graph topology, which reduces the 

matching range of the subgraph isomorphism.At present, the research on the isomorphism 

of the subgraph is mainly about how to reduce the constraint points to improve the 

matching efficiency. Commonly used methods are approximate graph matching, graphic 

simulation and simulation, etc. 

Edit distance is based on the string matching algorithm, which is a method to measure 

the difference between the graph. Through a series of editing operations on the structural 

difference between different models, it shows that the difference between different graph 

structures can be converted into each other by some editing operations. Edit operations 

include insertion, substitution and deletion of nodes and edges. Edit distance seems to 

have a lot of classical algorithms, Myers
[11] 

et al. proposed an algorithm about Bayesian 

based edit distance, Liu
[12]

proposed the graph matching algorithm which based on edit 

distance graph.All these algorithms have achieved excellent results. 

 
3.5 Frequent Sub Graph Mining 

Frequent subgraph mining is a common substructure which is more than the minimum 

support in the mining graph. Frequent subgraph mining algorithm includes the greedy 

search algorithm, based on depth first traversal algorithm, based on breadth first traversal 

algorithm and the maximum frequent subgraph mining algorithm based on the processing 

of large scale graph. 

Greedy search algorithm is based on the minimum description length of frequent 

subgraph mining algorithm. Generic algorithms are SUBDUE
[13]

, etc.. The core of 

SUBDUE is the minimum description length, according to the greedy algorithm, using the 

vertex pattern mining can effectively compress the input data model. SUBDUE supports 

the discovery of approximate substructures. SUBDUE can be flexibly implemented in the 

fields such as the definition of social network graph structure,etc.. 

Most of the breadth first traversal algorithm are based on the frequent subgraph mining 

algorithm based on Apriori[14], mainly includes AGM(Apriori-based Graph Mining)、
FSG(Frequent Subgraph Discovery) [15] ,etc.. In each step, the AGM algorithm increases 

the size of the subgraph, so as to mine the frequent subgraph. The algorithm is based on 

the assumption of mathematical recursion, which is suitable for dense graph data. FSG is 

an improved algorithm of AGM, and the size of the edge is added to the algorithm, and 

the candidate sub graph is calculated by the optimization method, and the mining 

efficiency is improved, But the FSG algorithm is only limited to connected graph, which 

has some limitations. 

Depth first traversal algorithm is a frequent subgraph mining algorithm based on 

pattern growth.Mainly includes gSpan、CloseGraph、FFSM(Fast Frequent Subgarph 

Mining) and so on. Yan[16] et al. first proposed the gSpan algorithm, the algorithm of the 

node set of the graph increases, in order to establish a depth first search tree, reduce the 

generation of copy. CloseGraph algorithm cannot only improve the efficiency of data 

mining, but also reduce the unnecessary generating subgraph. The efficiency of FFSM 

algorithm is more important than of gSpan algorithm. The algorithm can deal with the 

basic problems of subgraph isomorphism, and improves the efficiency of mining. 

The maximal frequent subgraph mining algorithm is the algorithm of data mining. 

These algorithms can improve the effectiveness of data mining, and reduce the scale of 

the process of mining, Common algorithms are Spin、MARGIN
[17]

and MFME. The 
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storage space occupied by MARGIN algorithm is higher than Spin algorithm, but the 

processing efficiency is higher. MFME algorithm to map the edge of the table, in an 

allusion to, the edge of the table for mining in order to improve the efficiency of mining. 

 

4.Graph Database 

The database model contains the hierarchical model, the graph model and the relational 

model. With the arrival of the era of big data, the development of social networks. Data 

size is increasing. The complexity of data continues to increase. The traditional relational 

database has been unable to meet the needs of data mining. Graphics database, as a non - 

traditional relational database, can quickly update data and the relationship between data. 

The graphics database can perform complex operations efficiently. Therefore, graph 

database has been developed rapidly and applied. 

Graph model is another kind of advance of a hierarchical model. In figure database, the 

data is stored in a chart. The increase, delete, modify, query and other operations of the 

traditional database to figure data mining. And social networks, e-commerce and other 

large amounts of data generated, more suitable for the use of a graph database for storage 

and operation. Generic graph database is Neo4j
[18]

. As Figure 3 illustrates,this Neo4j 

model is as follows:  

Graph 

Database
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Indexes Graph
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Nodes

Properties

Algorithm

Paths

manages

manages

records data in

map to

map from
have

have

order

navigates
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orgnaize

map to

records data in

 

 Figure 3. Neo4j 

Neo4j is an open source database, which is implemented by java language. Neo4j is 

tantamount to an embedded, and fully real, based on the disk's persistent engine. In neo4j 

database, data in an attempt to store in the form, the operation of the database more 

flexible and efficient, especially in the attribute graph processing with high efficiency. 

Neo4j database is fully consistent with ACID features, compatible with diverse operating 

systems. When dealing with large-scale social network data, it has the characteristics of 

low latency, high efficiency and scalability. 
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5. The Challenge of Graph Data Mining 

With the research of graph data, the research of graph data mining has made enormous 

strides. At present, the mining algorithm based on graph clustering and graph 

classification is becoming more and more mature. Graph search, graph database, graphic 

modeling, chemical map data and application in bioinformatics will be the hot research in 

the future. How to implement data mining to the analysis of complex networks is also the 

research direction in the future. At the same time, graph data mining is facing many 

challenges: 

(1)Scalable graph mining: Graph data mining technology can be used in the memory of 

the smaller scale of the map data, for a high degree of scalability still has a huge challenge. 

Therefore, it is important to study the graph mining algorithm based on disk, or a graph 

mining algorithm based on some parallel processing model, such as DNA model[19], 

MapReduce[20], etc.. 

(2)Graph data stream mining: With the development of social network, a large number 

of data with sudden and graph structural relationships between users at different time 

points appeared. Data is not stored in the disk, but in the form of data flow structure. How 

to mine huge scale graph data stream is a challenging problem in the future. 

(3)Data mining of uncertain graph：In the process of graph data mining, there is some 

uncertainty about the relationship of some graph data. How to explore the potential 

relationship and information of these uncertain graph data is a difficult and challenging 

problem in graph data mining. There are a lot of theoretical research on the uncertain data 

mining, which can be applied to the graph data mining. 

(4)Mining multiple and heterogeneous graphs: Graph mining is only limited to a single 

object, how to carry on the multigraph mining is a hot research topic in the future. For 

example, mining multi between query and single graph with multiple graph structure of 

the graph. At the same time, it is likewise a fundamental challenge to the heterogeneous 

graph mining with unique fixed point and edge structure. 

 

6. Concluding Remarks 

With the development of technology Web2.0, social networks and web network data 

continue to increase, graph data mining has become a new research hotspot in the data 

mining area. This paper presents the definition and classification of graph data mining. 

This paper summarizes the research status of graph classification, graph clustering, graph 

query, graph matching, graph of frequent subgraph mining and graph database.And 

analyzes the problems and challenges of graph data mining. Although the graph data 

mining has produced some valuable research, but figure data mining technology still 

requires a lot of researchers ask a lot of effort, hope that this paper can play a reference 

role for the research. 
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