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Abstract 

Similarity measurements are elemental concepts in text mining and information 

retrieval that helps us to quantify the similarity between documents, which is effective in 

the improvement of the performance of search engines and browsing techniques. 

Nowadays, varieties of similarity measures are available, but it is not clear that which 

similarity measure is more effective in finding the similarity of text documents. The aim of 

this paper is to provide a comparative analysis of various term based similarity measures 

such as Cosine similarity, Jaccard and Dice coefficient in order to evaluate the 

performance of this similarity measures in finding the similarity of two text documents. 
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1. Introduction 

Similarity measurement between documents is an elemental concept in text mining and 

information retrieval. It is widely used in applications such as duplicate detection, 

automatic scoring, topic detection, document clustering, and text classification [1]. The 

main goal of similarity measures is to help us for quantifying similarity between two 

documents or a document and query. In other words, similarity measure is a function that 

calculates the degree of similarity between the pair of documents. All the similarity 

measures map to the range of [-1, 1] or [0, 1]. The 0 or -1 represents minimal similarity, 

and 1 represents absolute similarity. Presently, there is a variety of similarity measures 

available in literature. As stated in the paper written by W. H. Gomaa and A. A. Fahmy 

[1] the existing similarity measures are grouped under three categories namely; String-

based similarity; Corpus-based similarity and Knowledge-based similarity.  

String-based similarity measures are based on evaluating the similarity between two 

text strings through considering the text sequences and character decompositions. They 

are categorized into two groups, character-based such as Longest Common Substring 

(LCS) [2], Jaro Winkler [3], N-grams [4] and term-based such as Cosine similarity, Dice 

coefficient [5], Jaccard coefficient [6] and Euclidean distance. Moreover, in corpus-based 

similarity measures, they quantify the semantic similarity and linguistic meaning of words 

based on available corpora. Some well-known measures in this category are Hyperspace 

Analogue to Language (HAL) [7-8], Latent Semantic Analysis (LSA) [9], Generalized 

Latent Semantic Analysis (GLSA) [10], and Explicit Semantic Analysis (ESA) [11]. 

Furthermore, knowledge-based similarity is an approach to represent the degree of 

similarity between words by the help of semantic networks such as WordNet, which is a 

large lexical database containing English Nouns, verbs, adjectives and adverbs.  

The remainder of this paper is organized as follows. In Section 2, some related work in 

literature on similarity measures is discussed. Further in Section 3 and 4 the Vector Space 

Model (VSM) and some well-known term-based similarity measures are explained in 

detail. In Section 5, the two phases of preprocessing and similarity calculations are 

discussed. Finally, in Section 6, the analyses of achieved results are provided.  
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2. Related Work 

In literature similarity measures have been used for different purposes. In this section, 

some of the proposals are reviewed. 

Anna Huang [12] compared and analyzed the effectiveness of similarity measures such 

as Euclidean distance, Cosine similarity, Jaccard coefficient, Pearson correlation 

coefficient and Averaged Kullback-Leibler Divergence for text documents clustering. 

They have selected the standard k-means as clustering algorithm in order to group similar 

documents to form coherent clusters.  For an experiment, they have used seven data sets 

with different characteristics. The results obtained from the experiment showed that the 

Euclidean distance performed worst, while the performances of the other four measures 

were quite similar. 

Singh P. [13], experimented on five well-known similarity and distance measures as 

such, Euclidean, Cosine, Mahalanobis, Jaccard and Pearson. They have compared the 

performance of these similarity measures using standard k-means algorithm. They 

believed that representation of objects, similarity measures and the clustering algorithm 

itself are the components that are influential in the final results of clustering. 

H. Gupta and R. Srivastava [14] implemented a document clustering technique by 

using SVD (Singular Vector Decomposition) to find out the value of K required for the 

number of clusters. They have used K-means algorithm to create clusters and finally to 

make the algorithm faster than k-means algorithm, they have refined the clusters by 

feature voting. 

V. Thada and D. V. Jaglan [15] have used genetic algorithm to provide a comparative 

analysis to find out the most relevent document for the given data set of keyword by using 

three similarity coefficients Jaccard, Dice and Cosine coefficients. Their results showed 

that best values were obtained using the Cosine similarity coefficients and then Dice and 

Jaccard, respectively.  

T. Elsayed et al. [16] proposed a MapReduce algorithm to compute the pairwise 

document similarity in large collection of documents. The reason of using MapReduce 

framework was because they could break down the inner products calculations in 

computing document similarity into separate multiplication and summation stages in such 

a way that make the computation efficient through distributing it across several machines. 

P. Niyigena et al. [17], have presented a new method to compute the pairwise 

document similarity in a corpus in order to reduce the time execution and save space 

execution resources. Their algorithm provided an efficient solution for pairwise 

documents similarity in a corpus. 

 

3. Vector Space Model (VSM)  

Vector space model (VSM), helps us to convert the original string text within a 

document into a vector of numbers. In VSM, each document is considered as a vector in a 

vector space. Assume D = {d1, d2 ,.., dn } is a data set that has n number of documents and 

T = {t1, t2,....., tn} is a set of distinct terms, which occurs in D. Then the vector 

representation of document D is defined as, 

 1 2( , ), ( , ),......, ( , )d nv tf t d tf t d tf t d
                                 (1) 

where tf(t,d) denote the frequency of term  t ∈ T in document d ∈ D.  
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Figure 1. Documents Representation on VSM 

As shown in Figure 1, the vector representation of two documents d1 and d2 is as 

follow:  

 
1 1 1 2 1 1( , ), ( , ),......, ( , )d nv tf t d tf t d tf t d

                              (2) 

 
2 1 2 2 2 2( , ), ( , ),......, ( , )d nv tf t d tf t d tf t d

                             (3) 

where tf(tn,d1) denote the frequency of the term tn ∈ T in document d1 and tf(tn,d2) 

denote the frequency of the term tn ∈ T in document d2 [12]. Furthermore, in the vector 

space model after representing the documents as a vector, we can find out the similarity of 

documents with each other by measuring the angle between two vectors. 

 

4. Similarity Measures  
 

4.1. Cosine Similarity 

Cosine similarity is an angle based measurement. It calculates the cosine of the angle 

between two vectors and helps us to find out how related two documents are. The cosine 

similarity of A and B is defined as, 

.
cos

A B

A B
 

                                                        (4) 

or 

1 2
1 2

1 2

.
cos ( , )

d d
d dsim d d



                                         (5) 

1 2 1 1 1 2 2 1 2 2 1 2
. [ ( , ) * ( , )] [ ( , ) * ( , )] .... [ ( , ) * ( , )]

n n
d d tf t d tf t d tf t d tf t d tf t d tf t d   

    (6) 

2 2 2

1 1 1 2 1 1( , ) ( , ) ...... ( , )nd tf t d tf t d tf t d   
                  (7) 

2 2 2

2 1 2 2 2 2( , ) ( , ) ...... ( , )nd tf t d tf t d tf t d   

                 (8) 

The cosine value varies between [-1, 1]. If documents are similar, their vectors will be 

in the same direction from origin, thus, they form a relatively small angle, which its 

cosine value will be near 1. On the other hand, when two vectors are different direction 

from origin, they form a wide angle and the value of the cosine is near to -1, consequently, 

the documents are dissimilar, and they map no similarity [12]. The most interesting 

property of cosine similarity is that it is easy to implement, efficient to evaluate and its 

independence from the length of documents.  
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4.2. Jaccard Coefficient  

Jaccard coefficient [18] is used to compare the similarity and non-similarity of two 

documents based on the presence or absence of terms in documents. Ideally, it is 

calculated by dividing the total number of common terms between two documents by the 

entire number of terms that exists in at least one of the two documents. It is defined as, 

( , )
A B

Jaccard A B
A B





                                                  (9) 

The degree of similarity is a value between 0 and 1. If the value is 1, the two 

documents are same and identical, conversely when it is 0 means that two documents are 

completely dissimilar. By considering the inverse of Jaccard coefficient it can be modified 

to a coefficient of dissimilarity, which is defined as, 

  1 ( , )Jaccard dissimilarity coefficient J A B 
                  (10) 

Moreover, while calculating the Jaccard coefficient, there is no need of equality in the 

size of two documents. The considerable drawback of this similarity is that it does not 

consider term frequency. 

 

4.3. Dice Coefficient  

Dice Coefficient is calculated through multiplying two into the number of common 

terms in the compared documents divided by the total number of terms in both documents.  

The formula is defined as, 

=
A B

Dice coefficient 2
A + B



                                           (11) 

The Dice coefficient value map to ranges from [0, 1], where 0 represents non-

overlapping and 1 represents a perfect agreement. In addition, similar to Jaccard 

coefficient, Dice coefficient is also based upon the absence and presence of terms in 

documents. 

 

5. Experiment 

The experiment has been divided into two phases. In Section 5.1 the preprocessing 

steps that has been performed to make the data suitable for analysis, is discussed. Further 

in Section 5.2, the text data is transformed to a structured format through using the 

concept of Term frequency matrix. Further the similarity of documents has been measured 

and compared.  

 

5.1. Preprocessing 

As the data that has been used for analyzing is in the text format, there is a need to 

perform some preprocessing tasks to prepare the data for analysis. To perform the 

preprocessing tasks the R language is used, due to reason that it's free, open source and 

provides numerous packages that make the work easier. The tm package provided by R, 

presents applications for text mining. Table 1 demonstrates some predefined 

transformations provided by tm package. 
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Table 1. Predefined Transformations in Tm Package 

getTransformations()                             Specification of Functions 

removeNumbers                                        Removes the numbers 

removeWords                                     Removes the particular words provided by 

user 

removePunctuations Removes the punctuations                                

stemDocument Applies stemming on text 

stripWhitespace Removes the extra white spaces 
 

To apply these transformations to the documents presented in corpus, the tm_map() 

function is used. For other types of modifications, the content_transformer() function is 

helpful.  

The steps that have been performed are as follows: 

 Unwanted symbols such as "/", "@", "\\|" and any other symbols are converted to 

space.  

 All words are transformed from uppercase to lowercase. 

 All numbers and punctuation’s are removed. 

 English stop words, such as "a", "at", "the", that appears many times in the 

document are eliminated. 

 White spaces have been stripped. 

In addition to above steps, with the help of porter stemming algorithm available in 

SnowballC package the words in documents have reduced to its root form. For example, 

all three words of connection, connected and connecting has been transformed to connect. 

The reason of stemming is to reduce the total number of distinct terms in documents, 

which is useful in reducing the processing time of the final output [19]. 

 
5.2. Calculation and Evaluations 

Text data are considered to be an unstructured data, which does not have a specific 

format and cannot be analyzed on its own. The text data has to be converted into a 

structured format for further analysis. To perform this conversion the concept of Term 

Document Matrix (TDM) is deployed. Term Document Matrix is a two-dimensional 

matrix which its columns correspond to documents, and its rows correspond to terms. The 

values of each cell is the term frequency of a word in a particular document. A small 

instance of a TDM is shown in Table 2. 

In addition, in the corpus, there may be documents that are longer than other ones, to 

eliminate this bias, normalization is done, through dividing term frequency of every term 

by sum of term frequency of all the terms appearing in document d. The formula is 

defined as, 

( , )
  

( , )

i j

i j

k

tf d t
Normal Term Frequency

tf d t




                               (12) 
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Table 2. Term Document Matrix 

Terms Doc-1.txt Doc-2.txt 

Data                                      17 5 

Process                     8 5 

Use 7 3 

Store 7 0 

File 4 4 

System 4 3 

Distribute 0 2 
 

Further, to find the similarity of documents through using the cosine similarity measure, 

in the term frequency matrix the term which it’s normal term frequency has value zero in 

any of two documents is discarded; consequently, the terms which are present in both 

documents are remained. For example, among the words presented in Table 2, store and 

distribute are eliminated. Finally, the cosine similarity measure is calculated by 

considering each document as a vector. 

Moreover, as discussed earlier, the Jaccard and Dice coefficient are based on the 

absence and presence of the terms in two documents. The total number of rows in TDM 

which represents the terms available in both documents are considered as the union of two 

documents. Likewise, the total number of words that are remained after eliminating the 

terms that are having value zero in any of two documents returns the intersection of two 

documents. 

 

6. Results 

As shown in Table 3, four corpora with different properties has been considered for 

evaluation. 

Table 3. Corpora 

Terms Specification of Documents in Corpora 

Corpus 1                       Contains two completely same documents 

Corpus 2                Contains two documents, which one documents contains exactly a 

same paragraph of another document 

Corpus 3 Contains two different documents about the same topic 

Corpus 4 Contains two completely different documents 

 

The preprocessing steps are applied to documents in all four different corpora. Then as 

discussed in Section 5 the term document matrix is created and normalized. Thereafter, 

the term which its normal term frequency has value zero in any two of the documents is 

eliminated. Table 4 depicts the dimension of the matrix, before and after elimination of 

terms. 

Table 4. Phase I and II Results 

Terms Original Terms Terms after Elimination 

Corpus 1                       1178 × 2 1178 × 2 

Corpus 2                183 × 2 82 × 2 

Corpus 3 1349 × 2 253 × 2 

Corpus 4 1478 × 2 126 × 2 

 

The cosine similarity, Jaccard and Dice coefficient are applied. The result of all three 

measures is shown in Table 5. 
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Table 5. Similarity Measures 

Terms Cosine Similarity Dice Coefficient Jaccard Coefficient 

Corpus 1                       1 1 1 

Corpus 2                0.9165 0.6188 0.4481 

Corpus 3 0.6401 0.3158 0.1875 

Corpus 4 0.3447 0.1571 0.0852 

 

To provide a better understanding of the three compared measures, the results are 

shown on a bar graph as depicted in Figure 2. 
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Figure 2. Similarity Measures Bar Graph 

As shown in Figure 2, in corpus 1 which contain exactly two identical documents, all 

three measures provides the similarity of 1. In corpus 2, 3 and 4, the best result is 

provided by cosine similarity followed by Dice and Jaccard coefficient. However, 

selection of appropriate approach and similarity measure depends on properties of the 

experimental data and the work that users intend to perform.   

 

7. Conclusion 

This paper deals with the most useful concept in information retrieval called similarity 

measures. Document similarity is the process where two documents are compared to find 

out the similarity between them. The similarity between documents in four different 

corpora with different properties is calculated by considering various term based 

similarity measures such as, Cosine similarity, Jaccard and Dice coefficient. In future, 

will experiment on providing techniques in order to reduce the sparsity of the term 

frequency matrix in long documents. Moreover, it is significant to use methods to extract 

the most useful features, which will be highly helpful in finding the most similar 

documents.  
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