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Abstract 

In recent years, hybrid models have proven to be a promising approach for the 

forecasting of credit status, therefore, the aim of this project is to examine the prediction 

performance of hybrid classifiers. Particularly, the combination of the feature 

engineering with popular neural network (NN) classifiers; an hybridization approach, is 

compared with hybrid classifier, NN classifiers, and three well-known baseline classifiers, 

i.e. stepwise discriminant analysis (SDA), stepwise logistic regression (SLR), and decision 

trees (DTs). Overall, we executed a 12+8+ (8×8) experimental design that resulted in 84 

unique classification models; i.e., 12 baseline models, 8 NN models, and 64 hybrid 

models, a multiple hybrid; are examined over a large credit scoring dataset from a 

Chinese commercial bank. Besides, thirteen evaluation measures are used for the 

assessment task and this may be the first effort to link up multiple hybrid classifiers with 

multiple performance metrics for the evaluation of small business credit. The results 

reveal that the predictive and distinguish ability of the F ratio based SDA with multilayer 

perceptron based NN classifier (SDAFR+MLP), a hybrid model, outperforms both of the 

one–dimensional scoring models (baseline model and NN model) and its hybrid 

counterparts. 
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1. Introduction 

In China, Small businesses (SBs) have been accountable for 60% of the national GDP, 

50% of tax revenues, 70% of foreign trade, and nearly 80% of urban employment. 

Moreover, Chinese SBs have experienced significant growth in terms of number and size. 

In 2009, China had registered 43 million SBs, together responsible for 66% of patent 

applications, 74% of technological innovation, and 82% of new products [1]. These 

results show that SBs play a significant role of China‟s unique brand of economic 

transition. Despite its important contributions to economic vitality, credit default 

continues to be an important issue affecting SBs.  

With the marvelous growth of the credit industry and the diversified loan portfolios, 

credit scoring has gained more and more attention as the credit industry can then benefit 

from reducing the possible credit risks, improving cash flow, insuring credit collections 

and enhancing the better managerial decisions. The accuracy of credit scoring is critical to 

financial institutions‟ profitability. Even a fraction of improvement on the scoring 

accuracy of credit decision will produce a significant future savings for financial 

institutions. Therefore, the ultimate goal of credit scoring models is to assign credit 

applicants to either a „good credit‟ group that is likely to repay financial obligation or a 

„bad credit‟ group whose application will be denied because of its high possibility of 
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defaulting on the financial obligation. Consequently credit scoring problems lie in the 

domain of the more general and widely discussed classification and prediction agenda [2]. 

Aiming to satisfy the above mentioned needs, more and more attention has been paid to 

credit scoring, and resulting in many different useful techniques, known as the credit 

scoring models, have been developed by financial institutions and researchers in order to 

solve the problems involved during the evaluation process. However, when we look at the 

last two decades, ANN, a fashionable credit scoring techniques comes out as an important 

alternative, and draws attention from many researchers with its high prediction accuracy. 

ANNs are computer systems developed to mimic the operations of the human brain by 

mathematically modeling its neuro–physiological structure [3]. Unlike statistical 

techniques, ANN does not require any assumptions, can generalize, can correctly infer the 

unseen part of a population, and in research about credit scoring, for many years, authors 

supported the superiority of the ANN model over versatile statistical models and 

optimization methods such as multi–variate discriminant analysis (MDA), LR, and KNN 

analysis [4–11].  

The potentiality of the classifiers depend on the details of the problem, the data 

structure, the characteristics used, the extent to which it is possible to segregate the 

classes by using those characteristics, and the objective of the classification. No single 

classification algorithm can produce the best results for all classification problems. Hence, 

there is a growing interest that existing applications of single classifier can be further 

improved by hybrid method. Moreover, the hybrid classifier has been demonstrated to be 

outperformed by a single classifier in having greater accuracies and smaller prediction 

errors when applied to the credit scoring data sets [12].  

In addition to, the machine learning techniques require an effective feature 

representation for both training and knowledge acquisition. In general, the main objective 

of feature selection is to determine a subset of representative features, by discarding 

features with little or no detective information, as well as redundant features that are 

highly correlated. Moreover, different feature selection techniques give different results 

on the same dataset. In this respect, the challenge to construct an accurate NN classifier 

with optimal and the smallest possible number of features has been addressed. 

The idea of integrating multiple NN classifiers is not new in literature. For example, 

West [10] investigates the credit evaluation accuracy of five neural networks models: 

MLP, mixture of experts (MOE), radial basis function (RBF), learning vector quantization 

(LVQ), and fuzzy adaptive resonance (FAR). These five models are tested on two real 

world data sets partitioned into training and independent testing sets using 10-fold cross 

validation. In terms of the results, the difference of performance among these five neural 

networks model is marginal. However, the author suggested that although the MLP is the 

most commonly used neural network model, the MOE and RBF neural networks should 

be considered for credit evaluation applications. In addition, Bensic et al. [13] and Susac 

et al. [14] investigated four NN architectures, backpropagation network (BPN), RBF, 

Probabilistic neural network (PNN), and LVQ on Croatian small business data set and 

they concluded that the PNN was the most successful model for small business credit 

scoring.  

Boyacioglu et al. [15] also investigated four NN tools, MLP, competitive learning 

(CL), SOM, LVQ on Egyptian bankruptcy dataset and found that the MLP was the most 

successful models in predicting the financial failure of banks. As well, Hájek [16] 

explored four NN models, FFNN, RBF, PNN, and cascade correlation (CC) NN on US 

municipal credit dataset and concluded that the PNN showed the best results for both 

four-class and nine-class municipal credit rating problem. In the same way, from early 

period credit scoring and bankruptcy application of NN [9] to the current period of 

application [17] it can be said that one NN architecture was superior on another 

architecture, for example, MLP is on modular neural network (MNN) [5], PNN is on BPN 

[18], BPN is on self-organizing map (SOM) [19], PNN is on multi-layer feed-forward 
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network (MLFFN) based on average correct classification rate (ACCR) but MLFFN is on 

PNN based on misclassification cost (MCC) [4], MLFFN is on PNN [20], RBF is on 

backpropagation multi–layer perceptron  (BPMLP) [21], PNN is on MLFFN [22]. 

Although neural network are increasingly found to be powerful in many classification 

application, the performance is actually dependent on network model itself, especially on 

initial condition, network topologies and training algorithms, which may be one reason 

why the results of neural network for credit risk evaluation varies when compared with 

different architectures, with different traditional models and even with ensemble 

classifiers. To find the optimal neural network architecture is still a challenging issue. 

In this study, in the light of the above experiences, we developed multiple hybrid NN 

classifiers to classify Chinese small business credit. Our particular interest involves 

designing feasible NN architecture from popularly used NN models in the literature. 

Therefore, the core objective of this project is to examine the prediction performance of 

hybrid classifiers by comparing single and advanced statistical as well as artificial 

intelligence techniques. Particularly, the combination of the feature engineering with 

popular NN classifiers; an hybridization approach, is compared with hybrid classifier,  

single NN classifiers, and three well–known baseline classifiers, i.e. SDA, SLR, and DTs. 

Overall, we executed a 12+8+(8×8) experimental design that resulted in 84 unique 

classification models; i.e., 12 baseline models, 8 NN models (2 of them, for the first time, 

namely, generalized feedforward network, GFFN, and Jordan/Elmen network, JEN; as per 

our best knowledge), and 64 hybrid models, a multiple hybrid; are examined over a large 

credit scoring dataset from a Chinese commercial bank. In addition, thirteen performance 

measures are used for the assessment task. The results reveal that the predictive and 

distinguish ability of the „SDAFR+MLP‟ hybrid model outperforms both of the one–

dimensional scoring models (baseline model & NN model) and its hybrid counterparts. 

Consequently, this study recommends applying the „SDAFR+MLP‟ hybrid model, an 

optimal credit scoring model, in bank‟s credit strategies. 

Therefore, the advantage of this specific application related to the existing work is 

four–fold. First, we compare different state of-the-art classifiers to each other with 

different feature sets, to obtain the model with the highest accuracy and efficiency. 

Second, multi-dimensional evaluation measures are used for the assessment task to more 

rigorously examine the robustness and stableness of these techniques. Third, in our 

experiments we found an interesting phenomenon that JEN based hybrid, a novel hybrid 

model for credit scoring, provide sensible credit scoring results and the policy maker can 

consider it as an alternative model for credit classification.  Fourth, the findings of this 

study can allow us to identify the best NN prediction model, which can be regarded as the 

reliable baseline for future research in small business credit. 

The rest of the paper is organized as follows: Section 2 describes a brief overview of 

neural network credit scoring models. Section 3 explains the experiments with the 

inclusion of data background, data preprocessing, feature selection, classification models, 

and performance metrics. Section 4 presents and discusses the empirical results. Section 

5, the final section, concludes the paper with the potential future directions of this study. 

 

2.  Neural Network Credit Scoring Models 

A wide variety of neural network models has been proposed in the literature for 

commercial applications including credit scoring. Though they share some common 

features, they differ in structure and details. Therefore, eight neural network architectures 

are investigated in this research: the most popular MLP network, RBF, LVQ, MNN, 

PNN, SOM, GFFN, and JEN. Credit scoring accuracy, however, is expected to vary with 

the neural network model choice [10]. As advised by Khashei et al. [3], that the single 

hidden layer network is sufficient to model any complex system; the designed networks 

have only one hidden layer. Besides, it is noted that the comparisons between various 
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training procedures are not the focus of this study. However, the conceptual differences 

between these eight neural network models are highlighted next.  

 

2.1. Multilayer Perceptron 

A feed forward MLP network consists of an input layer, an output layer, and a hidden 

layer between them. The credit scoring data used as inputs (xi) at the input layer and the 

calculated sum were transmitted through the network, layer by layer, and a set of output 

value (y) were obtained. The connections between the input layer and the hidden layer 

contain weights (wi), which are usually determined through training system. The hidden 

layer sums the weighted inputs and uses the activation function, f, to create the credit 

scoring output value. The activation function used in this research is the sigmoidal 

function. Mathematically, MLP can be represented as in Eq. (1), 

   with    ,  and             (1) 

where, is the final credit scoring output, f is the activation function, yi  is the 

hidden layer output, Wi represents the weight vector; xi is the input vector (i = 1, 2, …, n); 

and b is the bias unit. 

 

2.2. Radial Basis Function Network 

The RBF network has a simple architecture with a single hidden layer. In this study the 

architecture of an RBFN is similar to a three–layer MLP. Though, there are differences 

between the MLP and RBFN. First, in a MLP, each node (i.e., hidden node and output 

node) has the same transfer function, such as the sigmoidal function. In an RBFN, each 

hidden node has its own radial basis function, such as a Gaussian function (Eq. (2)) which 

is used in this study, 

Yi (X) = exp [–{(x – ci)
T
 (x – ci)}/2σi 

2
],         i = 1, 2, K, L                      (2) 

where Yi is the credit scoring output of the ith node in hidden layer, x is the feature 

pattern, ci is the weight vector for the ith node in hidden layer, i.e., the center of the 

Gaussian for node i; σi 
2
 is the normalization parameter (the measure of spread) for the ith 

node; and L is the number of nodes in the hidden layer. The outputs are in the range from 

zero to one so that the closer the input is to the center of the Gaussian, the larger the 

response of the node. 

 

2.3. Learning Vector Quantization 

The LVQ network is a simple three–layer supervised manner competitive network that 

produces a credit scoring decision by using the hidden layer neurons as a set of prototype 

vectors; a subset of these prototype vectors is assigned to each credit group [10]. 

                                              (3) 

In basic LVQ learning, Euclidean distance is used. The distance between the input 

vector, x, and the weight vector, Wi, is computed in Eq. (3) that produces a new credit 

applicant group, d, and the nearest credit units are declared to be the winner, that is a 

minimum Euclidean distance from the input vector, x.  

 

2.4. Modular Neural Networks 

Modular neural networks (MNNs) have a hierarchical organization, to cover several 

ANNs; its architecture basically consists of two main components: local experts and an 

integration unit. A gating network controls the competition in between of desired network 

output vector and activation output vector for each respective module network and learns 

to assign different regions of the credit scoring data space to different networks. Both the 

local experts and the gating network have full connections with the credit scoring input 

layer. The gating network has as many output nodes as there are local experts, and the 

outputs of the gating network, gi, are interpreted by using the softmax activation function, 
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in Eq. (4). Where  is the weighted sum of inputs associated with the gating network. The 

output values of the gating network are positive and sum up to one due to the special form 

of the softmax being non–linear. The final credit scoring output vector, of the MNN 

is a weighted sum of the output vectors of the local experts with their corresponding 

gating network outputs [8], shown in Eq. (5). 

 , with                                     (4) 

                                                          (5) 

To adjust the network‟s weights, the training of MNN is also done using the 

backpropagation of error, like the BPN. For a comprehensive account of MNN refer to 

Ref., Desai et al. [5]. 

 

2.5. Probabilistic Neural Network 

An alternative NN architecture, the PNN [23] is non–linear, nonparametric pattern 

recognition modeling technique that consists of four layers: input, pattern, summation, 

and output. The credit scoring features from the input layer distribute the credit inputs to 

the pattern units, where the pattern layer generally uses the following function as in Eq. 

(6). 

g (zi) = exp {(zi – 1)/ σ 
2
}                                                   (6) 

Here, zi is the dot product of the credit input and weight vectors, while the scale 

parameter σ 
2
 defines the width of the area of influence, and normally decreases as the 

sample size increases. When the credit scoring input is presented, the pattern layer 

computes distance from the input vector to the training input vectors, producing a vector 

whose elements indicate how close the input is to a training input. The summation layer 

has one neuron for each class. Each summation neuron dedicated to a single class sums 

the pattern layer neurons corresponding to numbers of that summation neuron‟s class. 

Activation of summation neuron n is the estimated density function of population n. The 

output neuron is a threshold discriminator that identifies which of its inputs from the 

summation units is the maximum.  

 

2.6. Self-Organizing Maps 

A SOM which was introduced by Kohonen [24] is a feed forward neural network 

consisting of input and output layers of neurons. The neurons from the output layer are 

usually ordered in a low–dimensional grid. Each unit in the input layer is connected to all 

neurons in the output layer. Weights are attached to each of these connections. This is 

similar to a weight vector, with the dimensionality of the input space, being associated 

with each output neuron. When a credit scoring training vector X is presented, the weight 

vector of each neuron c is compared with X. One commonly opts for the Euclidian 

distance between both vectors as the distance measure. The neuron that lies closest to X is 

called the „winner‟ or the Best Matching Unit (BMU). The weight vector of the BMU and 

its neighbors in the grid are adapted with the following learning rule: 

Wc = Wc + n(t) Awinner, c(t) (X – Wc)                                                 (7) 

In this expression n(t) represents the learning rate that decreases during training. Awinner, 

c(t) is the so–called neighborhood function that decreases when the distance in the grid 

between neuron c and the winner unit becomes larger. 

             

2.7. Generalized Feedforward Networks 

The GFFNs are the efficient implementation of the BP algorithm to train general 

feedforward NNs where the networks have no feedback and these networks are also the 

generalization of MLP such that connections can jump on forward over one or more 

layers. Typically, in GFFN, the neurons in one layer are not only connected to the neurons 

of the next layer, but also to all those neurons of all the forward layers. This type of 
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network can usually be trained more quickly than non–generalized FNNs [25]. Neurons in 

each layer receive inputs only from the preceding layer, calculate their outputs and 

transmit the resulting signals to the next layer. Hyperbolic tangent was used as activation 

function instead of the sigmoidal function utilized in MLP network.  

 

2.8. Jordan/Elman Network   

A neural network with at least one feedback loop is called a recurrent neural network 

(RNN). The basic structure of two examples of RNN, are known as the Jordan‟s [26] 

network and the Elman‟s [27] network. The network mainly consists of four layers: input 

layer, hidden layer, context layer, and output layer. These networks feature a set of 

context units, whose activations are copied from either the outputs or the hidden units, 

respectively, and which are then feedforward into the hidden layer, supplementing the 

inputs. The context units give the networks a kind of decaying memory, which has proven 

sufficient for learning temporal structure over short distances, but not generally over long 

distances. The hidden layer activates the output layer and refreshes the context layer with 

the current state of the hidden layer. The back–propagation learning algorithm is 

commonly employed to train the weights.  

 

3. Experiments 
 

3.1. Data Background 
 

In order to verify the feasibility and effectiveness of the proposed multiple hybrid 

neural network credit scoring model, a small business data set from a selected commercial 

bank in China is used in this study. The selected bank established in 1998 which has 95 

branches in Dalian, Tianjin, Beijing, Shanghai and four other cities in China. There are 

totally 3111 small business customers in the dataset with 3040 good credit customers 

while the remaining 71 are bad credit customers. The large size of the sample is an 

important strength for the reliability of our findings.  

 

3.2. Experimental Protocol 

The proposed multiple hybrid neural network model is comprised of the following four 

fundamental building phases: (1) Pre-processing: data preprocessing is required to 

determine the relative importance variables and ensure data field consistency in credit 

scoring model building. (2) Feature selection: we combine filter approach (FA) with the 

embedded expert knowledge (EEK) to design the 8 different feature sets those are the 

most relevant features from a larger feature set. (3) Classification phase: under this phase, 

we built 3 different base classifiers (containing a total of 12 benchmark models), 8 

different NN classifiers those act as a single classifiers, and 3 hybrid classifiers based on 8 

different feature sets and 8 different NN classifiers (containing a total of 64 experimental 

models), which is known as multiple hybrid. In total, we have analyzed the performance 

of 84 classifiers for Chinese small business credit scoring applications. And (4) 

Performance evaluation phase: at the last phase, we evaluate the performance of the 

resulting models according to the 13 performance metrics. These four phases are 

described in detail in the following section along with the steps involved and the 

characteristics of each phase and the overall architecture of the introduced approach is 

described in Figure 1. 

 

http://en.wikipedia.org/wiki/Tianjin
http://en.wikipedia.org/wiki/Beijing
http://en.wikipedia.org/wiki/Shanghai
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3.3. Data Preprocessing 

In this study, we collect bank‟s internal data and the collected databases may contain 

features that are obsolete or redundant, missing values, outliers, and data in a form not 

suitable for classification models. Therefore, a pre–processing stage should be considered 

to enhance the credit scoring quality before feature selection and classification process 

and to increase the efficiency of the classification and prediction process. However, data 

preprocessing consists of (1) data cleaning, (2) data integration, (3) data transformation, 

and (4) data reduction. After a successful pre–processing of data, we construct a final data 

base with 3111small business objects and 81 variables (3111*81), where each small 

business customer in the dataset contains 48 financial, 27 non–financial, and 6 

macroeconomic variables. 

 

 

Figure 1. The Overall Experimental Architecture 
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3.4. Feature Selection 

Kim et al. [28] suggested that the business problems are unstructured in nature; 

therefore combining machine–learning driven predictors with human–driven predictors 

may be a better approach. Once more, Oreski & Oreski [29] has reported that a simple 

combination of the best individual features selected by the single model does not 

necessarily lead to a good classification performance. Considering their observations, we 

propose an integrated approach to feature selection for the small business credit scoring 

that combine filter method with the embedded expert knowledge, a hybridization 

approach, to maximize the advantages of the aforementioned two types of models. Under 

phase 2 as shown in Figure 1, therefore, we design the 9 different feature sets through 

four steps those are the most relevant features from a larger feature set. 

In the first step, after data preprocessing under phase 1 in Figure 1, a total of 81 

features were selected and arranged them as features set 1 (FS–1). 

In the second step, for the purpose of selecting only those features with both the 

greatest prediction capacity and the lowest correlation levels, we carried out correlation 

analysis, independent–samples t–test, one way ANOVA; a three stage hybrid filter 

approach. In this step 46 variables were selected.  

In the third step, a stepwise analysis was used to reduce the dimensionality and to 

select final variables from the set of 46 variables. In stepwise analysis, we use stepwise 

discriminant analysis and stepwise logistic regression, four stage hybrids filter approach. 

As the stepwise discriminant method, we used Wilk‟s lambda and F–value as the criteria 

for determining the entry or removal of the input features. For the F–statistic, we set an 

entry value of 0.01 and an excluding value of 0.05 as the levels of significance. Following 

these two criterions, we selected 15 and 27 variables and formed them as feature set 2 

(FS–2) and features set 3 (FS–3) respectively. In similar way, for the logistic regression 

(LR) we employed stepwise forward selection as well as backward selection method, 

where we set an entry value of 0.01 and an excluding value of 0.05 as the levels of 

significance for z–statistic. In forward selection, two different features sets; features set 4 

(FS–4) & features set 6 (FS–6); were formed through likelihood ratio and Wald 

coefficient, each feature set contains 13 variables. Similar procedures were followed in 

backward selection and formed features set 5 (FS–5) & features set 7 (FS–7); containing 

24 & 25 variables respectively. 

In the fourth step, a hybrid model; 3 stage filter model with the decision tree embedded 

model that incorporate variable selection as part of the training process and are able to 

represent knowledge in a flexible and easy form; was applied to select the distinguish 

features from the set of 46 variables. Two popular DT algorithm, namely CHAID and 

QUEST, was applied and formed features set 8 (FS–8) & features set 9 (FS–9) 

respectively; 10 and 23 variables were contained under each feature set. 

 

3.5. Classification 

 

3.5.1. Base Classifier 

The base classifier of discriminant analysis, logistic regression, CHAID and QUEST 

decision tree are too popular to be described here. The interested readers may refer to 

Prado et al. [30] for the detailed description and some previous results of these baseline 

classifiers. 

 

3.5.2. Multiple Hybrid Classifiers 

For the hybridization various strategies have been developed in order to overcome the 

deficiencies of single classification, to yield more accurate results, and to enforce 

diversity on the classifiers. For instance, Lasheras et al. [12] identified four basic 

approaches: (1) Hybrid Algorithms, (2) Ensemble Classifiers, (3) Clustering and 



International Journal of Database Theory and Application 

Vol.10, No.2 (2017) 
 
 

Copyright ⓒ 2017 SERSC      9 

Classification, and (4) Feature Selectors. The last strategy constitutes the most commonly 

used methods. In this context, we consider two different representative approaches to 

hybrid paradigm to use the first technique for feature selection and the second for 

classification. More precisely, the first approach is to use parametric (SDA & SLR) & 

non–parametric (CHAID–DT & QUEST–DT) models to select the optimal features and 

the second is to use output, such as selected features, as an input to the neural models for 

classification. Therefore the hybrids that are developed in our study include SDA–NN, 

SLR–NN, and DT–NN, a multiple hybrid classification models which are a subcategory 

of hybrid classifiers. 

Table 1. Performance Metrics and their Characteristics 

  Metrics Characteristics 

GC  GC is the number of good customers that are correctly predicted as good; i.e., GC = { Gg / 

TG }*100 

BC  BC is the number of bad customers that are correctly predicted as bad; i.e., BC = { Bb / TB 

}*100 

ACC  ACC is the proportion of correctly classified cases; i.e.,  ACC = {( Gg + Bb)/ TN}*100 

Type I 

error  

Type I error is the number of good customers that are incorrectly predicted as bad; i.e., Type 

I error = {Gb / TG}*100 

Type II 

error  

Type II error is the number of bad customers that are incorrectly predicted as good; i.e., 

Type II error = {Bg/ TB}*100 

AMC  AMC is the proportion of misclassified cases; i.e., AMC = {( Gb + Bg)/ TN}*100 

 

MSE 

MSE is the average squared difference between the actual and estimated values; i.e., MSE = 

(1/N)
1

n

i 


(i – Pi)

2 

 

RMSE  

RMSE is the square root of the MSE; i.e., RMSE = {(1/N)
1

n

i 


(i – Pi)

2}1/2 

 

MAE  

MAE is the mean absolute difference between the actual and estimated values; i.e., MAE = 

(1/N)
1

n

i 


 | i – Pi | 

EMCC  EMCC = {C1* (Gb / TG)* (TG / TN)} + C2* (Bg / TB)* (TB / TN) 

AUC  AUC is the area under the ROC curve. The classifier achieving perfect accuracy corresponds 

to score of 1; while a score of 0.5 means that the classifier has no discriminative power.  

AR  The AR taken from a ROC analysis provides an assessment of the discriminating power of 

the model; where, AR = 2*(AUC – 0.5). The AR lies between 0 (imperfect accuracy) and 1 

(perfect accuracy). 

Kappa  Ferri et al. [31] noted that Kappa = {P (A) – P (E)}/ {1 – P (E)}; where P (A) is the relative 

observed agreement among classifiers, i.e., the proportion of correctly classified cases; 

hence, P (A) = ACC, and P (E) is the probability that agreement is due to chance or 

deviation. The Kappa value lies between 0 (imperfect accuracy) and 1 (perfect accuracy). 

 

Note: N is the total number of the small business samples, i is a binary indicator for 

the actual realization of the default variable (1 if default, 0 if no default) and Pi is the 

estimated probability of default. Low MSE, RMSE, and MAE values (0; perfect and 1; 

imperfect) indicate high confidence in the values predicted by the model.  

 

3.6. Performance Metrics 

We evaluate the performance of the resulting models according to the thirteen 

performance metrics listed in Table 1. For a two–class problem, most of these metrics can 

be easily derived from a 2*2 confusion matrix [32] as that given in Table 2, where each 

entry (i, j) contains the number of good/bad customers. The following performance 

measures are used and evaluated respectively: the percentage of good classification (GC), 

bad classification (BC), average correct classification (ACC), type I & type II errors, 
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average misclassification (AMC), mean square error (MSE), root mean square error 

(RMSE), & mean absolute error (MAE) [31], expected misclassification cost (EMCC) 

[10], area under the ROC curve (AUC), cumulative accuracy ratio (AR) and Cohen‟s [33] 

Kappa statistics (Kappa). Though AUC and AR has produced identical ranking, both of 

them have used for future reference.  

Table 2. The Confusion Matrix for Classification Problem 
 

 Predicted observations  

G b 

Actual observations  

G Gg Gb TG 

B Bg Bb TB 

 Tg Tb TN 

 

Notations: G = actual good; g = predicted good; B = actual bad; b = predicted bad; Gg 

= actual good predicted good; Gb = actual good predicted bad; Bg = actual bad predicted 

good; Bb = actual bad predicted bad; TG = total actual good observations; TB = total 

actual bad observations; Tg = total predicted good observations; Tb = total predicted bad 

observations; and TN = total number of observations in the small business dataset. Ref. 

Abdou [32]. 
 
 

 

4. Results and Discussion 

In this study, we developed 84 different types of prediction models which fall into the 

three categories; base classifiers, single (NN) classifiers, and multiple hybrid classifiers. 

Our goal in this empirical evaluation is to show that hybrid methods, which compete quite 

well against base classifiers as well as single NN classifiers, are credible methods for 

credit scoring. For assessment purpose, the credit classifiers are ranked through the bold 

numbers indicating performances that significantly outperform the other classifiers based 

on the thirteen performance metrics listed in Table 2. 

 

4.1. Base Classifiers 

To verify the superiority of the proposed hybrid methods, models based on prior 

scholars as well as recognized feature selection algorithms are used as the point of 

references.  Five different classification models are proposed under the famous DA 

model. Among of them, Altman‟s [34] Model and Beaver‟s [35] Model are based on the 

ratio set proposed by Altman [34] and Beaver [35], respectively; whereas three other DA 

models are SDAALL, SDAWL, and SDAFR based on the FS–1, FS–2, and FS–3, 

correspondingly. As shown in Table 3, among of five DA models, Altman‟s [34] Model 

presents the lowest performance, while the best performance is achieved by the SDAALL, 

based on all performance criterions. More precisely, the GC rate is 62.47% & 95.89%, BC 

rate is 66.20% & 78.87%, ACC rate is 62.55% & 95.50%, AUC value is 0.643 & 0.874, 

AR is 0.286 & 0.748, Kappa statistics is 0.033 & 0.426, type–I error rate is 37.53% & 

4.11%, type–II error rate is 33.80% & 21.13%, AMC rate is 37.45% & 4.50%, MSE is 

0.022 & 0.017, RMSE is 0.025 & 0.025, MAE is 0.001 & 0.001, and EMCC is 1.660 & 

0.033; respectively. 
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Table 3. Performance Obtained by the Base Classifiers 

 

 

Again another five benchmark models; SLRFLR, SLRBLR, SLRFWD, SLRBWD, & SLRALL; 

are offered from another well-known classification model of LR. These five models are 

designed based on FS–4, FS–5, FS–6, FS–7, & FS–1, respectively. As can be observed in 

Table 4, among of five LR models, SLRALL model shows the best efficiency based on 

ACC rate, 98.81%; AUC value, 0.836; AR, 0.672; Kappa statistics, 0.716; type – II error 

rate, 32.39%; AMC, 1.19; MSE, 0.011; and EMCC, 1.583; the eight performance 

criterions. On the other hand, SLRFLR & SLRFWD, both of these models show the highest 

efficiency based on GC rate, 99.74% & 99.74%; BC rate, 21.13% & 21.13%; and type–I 

error rate, 0.26% & 0.26%; the three performance criterions and it is notable that these 

two models show the equal performance in case of these three criterions. 

Furthermore, two different DT models, namely, DTCHAID and DTQUEST are proposed 

based on FS–8 and FS–9. Surprisingly, the two models provide the same results on all 

performance criterions. The distinguishing feature is that the two models show 100% GC 

rate, 0.871 AUC value, no type – I error, 0.018 RMSE and 0.000 MAE. 

Focusing on above analytical results, we observe that the SLRALL model outperforms 

based on eight performance criterions; SDAALL model outperforms based on five 

performance criterions; DTCHAID and DTQUEST models outperform based on four 

performance criterions. Therefore, in line with West [10]; we find that the LR model 

outperforms SDA and DT in this type of classifier. 

 

4.2. NN Classifiers 

For verifying the applicability of hybrid models, we present the performance of eight 

popular NN classifiers as the benchmark those are designed based on original feature set, 

FS–1. The training parameters are arbitrarily specified in order to train the NN 

architectures as we mention earlier that the comparisons between various training 

procedures are not the focus of this study. Generally, the learning rate is set between 0.01 

and 0.4, the momentum is set between 0.8 and 0.99 and the training lengths ranging from 

1000 to 10,000 epochs [36]. 
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Table 4. Performance Obtained by the NN Classifiers 

 

 

As the experimental results show in Table 4, we can observe that the predictive 

performance of MLP is the best among of eight NN classifiers. Generally MLP has the 

highest values of BC rate (88.73%), ACC rate (99.52%), AUC value (0.943), AR (0.886), 

Kappa statistics (0.891), type–II error rate (11.27%), AMC rate (0.48%), MSE (0.005), 

RMSE (0.015) and EMCC with a value of 0.551; ten performance criterions. Then, the 

RBF and LVQ are well performed on GC rate (100%) with no type–I error and no MAE; 

three performance criterions followed by MNN, SOM, JEN, PNN and GFF, the least 

performer classifier. The result is consistent with Boyacioglu et al. [15] who investigated 

four NN tools, MLP, competitive learning (CL), SOM, LVQ on Egyptian bankruptcy 

dataset and found that the MLP was the more consistent models in predicting the financial 

failure of banks.  

 

4.3. Multiple Hybrid Classifiers 

 

4.3.1. SDAWL + NN Hybrid 

From the results revealed in Panel A of Table 5, it can be said that the hybrids of 

SDAWL +JEN>SDAWL+RBF & SDAWL+PNN>SDAWL+GFF > SDAWL+SOM> 

SDAWL+MNN > SDAWL+LVQ > SDAWL+MLP from the view of all performance metrics. 

More specifically, SDAWL–JEN hybrid classifier shows the best results in terms of BC 

rate (33.80%), ACC rate (98.46%), Kappa statistics (0.494), type–II error rate (66.20%), 

AMC rate (1.54%), MSE (0.015), and 3.235 EMCC value; the seven performance 

criterions. Then, an interesting result has given by the SDAWL–RBF & SDAWL–PNN; both 

of these hybrids produce the identical results and they are in to the front position in terms 

of five performance criterions, e.g., GC rate (100%), AUC value (0.871), AR (0.742), 

followed by 0 type–I error rate and no MAE. It is notable that all hybrid classifiers in this 

category confirm almost identical results in terms of all criterions except BC rate and 

type–II error rate.  

 

4.3.2. SDAFR + NN Hybrid 

As the experimental results demonstrate in Panel B of Table 5, we can observe that the 

predictive performance of „SDAFR+MLP‟ hybrid classifier is the best among of eight NN 

based hybrids. Generally „SDAFR+MLP‟ hybrid has the highest values of BC rate 

(95.77%), ACC rate (99.87%), AUC value (0.979), AR (0.958), Kappa statistics (0.971), 

type–II error rate (4.23), AMC rate (0.13%), MSE (0.001), RMSE (0.015) and EMCC 

with a value of 0.207; ten performance criterions. Then, the RBF is in to the forefront on 

GC rate (100%) with no type–I error and no MAE; three performance criterions followed 

by SDAFR+LVQ, SDAFR+JEN, SDAFR+GFF, SDAFR+MNN, SDAFR+SOM, and 

SDAFR+PNN, the least performer hybrid classifier. unlike of previous hybrids, i.e., 

SDAWL–NN, here the results of performance techniques are deviated more in case of GC, 

BC, ACC, type–I error, type–II error, and AMC. 
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Table 5. Performance Obtained by the SDA + NN Hybrid Classifiers 

 
 

4.3.3. SLRBLR + NN Hybrid 

It is evident from Panel A of Table 6 that that „SLRBLR+MLP‟ hybrid has secured the 

best performance in terms of almost all criterions except GC rate, type–I error rate and 

MAE. Closely following „SLRBLR+MLP‟ hybrid is the most superior with BC rate 

(92.96%), ACC rate (99.77%), AUC value (0.965), AR (0.930), Kappa statistics (0.948), 

type–II error rate (7.04%), AMC (0.23%), MSE (0.002), RMSE (0.015), and with EMCC 

of 0.344; the ten performance criterions. Like NN single classifiers, SLRBLR+RBF and 

SLRBLR+LVQ are comparable from 100% GC rate, following by 0 type–I error with 0 

MAE.  

 

4.3.4. SLRBWD + NN Hybrid 

Panel B of Table 6 summarizes the results of the SLRBWD–NN hybrid classifiers. 

„SLRBWD+MLP‟ hybrid performing the best in respect of 9 out of 13 performance 

criterions are in bold. Closely observing „SLRBWD + MLP‟ performs the best in BC rate 

(95.77%), ACC rate (99.84%), AUC value (0.979), AR (0.958), Kappa statistics (0.964), 

type–II error rate (4.23%), AMC (0.16%), MSE (0.002), and EMCC (0.207). For the 

remaining four criterions, „SLRBWD+LVQ‟ performs the best, such as, GC rate (100%) 

with no type–I error & MAE but very insignificant RMSE (0.004). By the following of 

„SLRBWD+LVQ‟, „SLRBWD+RBF‟ also performs the best with respect to three criterions 

those are same to the „SLRBWD+LVQ‟ except RMSE. A careful examination of these 

results reveal that „SLRBWD+MLP‟ hybrid is the most competitive and „SLRBWD+LVQ‟ & 

„SLRBWD+RBF‟ hybrids are relatively competitive in this type of hybrid classifiers. 

 

4.3.5. SLRFLR + NN Hybrid 

It is surprising to see in Panel C of Table 6 that in „SLRFLR–NN‟ hybrid classifiers; 

„SLRFLR+JEN‟ hybrid produce, on average, significantly better results in terms of almost 

all criterions. This can clearly be seen from 98.65% whole sample correct classification 

rate which is from 99.77% good group classification and 50.70% bad group classification; 

0.625 Kappa statistics; 1.35% average misclassification following of 0.23% type I error & 

49.30% type II error; 0.013 MSE; 0.001 MAE; with expected misclassification cost of 

2.409. However, like other hybrid classifiers, „SLRFLR+MLP‟ hybrid is on the front line 

with producing the best result in terms of seven criterions; e.g., BC rate (70.42%), ACC 

rate (99.07%), Kappa statistics (0.770), type–II error rate (29.58%), AMC (0.93%), MSE  
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(0.009), and EMCC (1.445). Once more, „SLRFLR+RBF‟ & „SLRFLR+LVQ‟ hybrids show 

the identical results in terms of all criterions and they are good position from five 

performance criterions; e.g., 100% good classification with no type–I error, 0.871 AUC, 

0.742 AR, and with no MAE. Following of three popular hybrids, the another popular 

hybrid,  „SLRFLR+PNN‟, also shows the significantly better results with securing the best 

positions in four criterions; such as, 100% GC rate, no type–I error, no RMSE, and no 

MAE. 

Table 6. Performance Obtained by the SLR + NN Hybrid Classifiers 

 

 

4.3.6. SLRFWD + NN Hybrid 

The results of SLRFWD–NN hybrid classifiers are summarized in Panel D of Table 6 

and showed that the BC rate (73.24%), ACC rate (99.23%), Kappa statistics (0.809), 

type–II error rate (26.76%), AMC rate (0.77%), MSE (0.008), and EMCC values (1.308); 

total of seven criterions; for the „SLRFWD+MLP‟ hybrid classifier are significantly better 

than those of other seven hybrid classifiers, and hence produce the best predictive results. 

Yet again, it is surprising that „SLRFWD+RBF‟, „SLRFWD+LVQ‟, and „SLRFWD+PNN‟ 

hybrids show the indistinguishable predictive performance and these hybrids are in good 

position in GC rate (100%) with 0 type I error, AUC value (0.871), AR (0.742), RMSE 

(0.018), and with 0 MAE; total of six criterions. Therefore, one can conclude that these 

three hybrids are relatively better in credit scoring application. Once more, the JEN based 

hybrid show the encouraging result which is supported by ACC rate (98.71%) with the 
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GC of 99.80%, Kappa statistics (0.643), AMC rate (1.29%), MSE (0.012), MAE (0.001), 

EMCC (2.340); consequently, the „SLRFWD+JEN‟ hybrid could be another competitive 

classification model for credit classification.  

 

4.3.7. DTCHAID + NN Hybrid 
 

The DTCHAID–NN hybrids results presented in Panel A of Table 7 reveal that the 

„DTCHAID+MLP‟ hybrid technique produces good results, with maximum values of ACC 

rate (98.52%), kappa statistics (0.616), AMC rate (1.48), MSE (0.014), and EMCC 

(2.271) among others. Alongside, „DTCHAID+RBF‟ & „DTCHAID+LVQ‟, two hybrids also 

illustrate the good extrapolative performance through 100% GC rate with 0 type I error,  

maximum AUC value (0.871) & AR (0.742), minimum RMSE (0.018) with 0 MAE. Yet 

again, in all respect, the very good average results are shown by the JEN based DTCHAID 

hybrid.  

 

4.3.8. DTQUEST + NN Hybrid 

Panel B of Table 7 lists the classification results of the DTQUEST–NN hybrid models. 

Analytical results demonstrate that the „DTQUEST+MLP‟ hybrid outperforms the other 

hybrids in ACC rate (99.61%) with AMC rate (0.39%), AUC value (0.936), AR (0.872), 

Kappa statistics (0.910) and its MSE (0.004); six performance criterions. Like many 

times, „DTQUEST +RBF‟, & „DTQUEST+LVQ‟, the two hybrids has the best predictive 

results in GC rate (100%) with 0 type–I error, 0 MAE and minimum (0.018) RMSE; 

hence show the competitive position in credit scoring domain. Moreover, the 

„DTQUEST+JEN‟ hybrid model is superior in terms of BC rate (97.18%) with type–II error 

rate (2.82%), and the minimum EMCC (0.142).  As a result, another time, it can be 

inferred that JEN based DTQUEST hybrid could be an alternative for the classification 

application.  

Table 7. Performance Obtained by the DT+ NN Hybrid Classifiers 

 

 

4.4. Comparisons of the Ten Best Credit Classifiers 

Table 8 compares the ten best models in the ten types of credit scoring models in terms 

of thirteen performance matrixes. Regarding the comparative results, the „SDAFR+MLP‟ 

hybrid model performs the best for the whole comparisons (higher GC, higher BC, higher 

average accuracy, higher AUC value, higher AR, higher Kappa statistics, lower type–I 

error, lower type–II error, lower average misclassification, lower MSE, lower RMSE, 
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lower MAE, and with a lower value of EMCC). Figures. 2–5 display the average 

performance indicators, i.e., GC and BC rate, ACC rate, type I error and type II error, 

AMC results, for the ten best models. In particular, F-statistic of stepwise discriminant 

method used as the first component combined with MLP based neural networks as the 

second component, is the most superior to the other models. On the other hand, 

„SDAFR+MLP‟ hybrid model provides the lowest type I and type II errors (see Figure 4) 

which means that it can accurately control the credit risk and minimize the loss of good 

customers. Therefore, this hybrid model can be regarded as the optimal credit scoring 

model.  

Table 8. Performance of the Ten Best Models 

 

 

 
 

Figure 2. GC and BC Results of Ten Best Models 

 

Figure 3. ACC Results of Ten Best Models 
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Figure 4. Type I Error and Type II Error of Ten Best Models 

 

Figure 5. AMC Results of Ten Best Models 

Moreover, on average, the difference in the performance between the „SDAFR+MLP‟ 

hybrid model and MLP based NN model is the least in comparison to the other seven 

models and their corresponding NN models. And this also proves that MLP based hybrid, 

i.e., „MLP+ SDAFR‟ hybrid model is the most impressive technique for credit scoring. 

Although the „MLP +SDAFR‟ hybrid is the best model, we should note that, the difference 

in the performance criterions (Particularly in confusion matrix components) with its 

counterparts is the minimum. We believe that it arises from the independent variables. In 

the meanwhile, an improvement in accuracy of even a fraction of a percent translates into 

significant future savings and a central concern of these applications is the need to 

increase the scoring accuracy of the small business credit decision. 

However, from Table 8, it is also evident that the SDAWL–NN hybrid classifiers, 

DTCHAID– NN hybrid classifiers, base classifiers, SLRFLR–NN hybrid classifiers, and 

SLRFWD–NN hybrid classifiers show limited power in correctly classifying bad 

observations and this produces the higher Type–II error rate (see Figures. 2 and 4) 

although it is more important to classify a bad applicant correctly than it is to classify a 

good applicant correctly. The reason may be that the application of these classifiers 

overfits the dataset especial to bad instances. 

In our experiments we also found an interesting phenomenon that JEN based hybrid, a 

novel hybrid model for credit scoring, show the very good average results with securing 

the position in top ten models. This implies that the JEN based hybrid can provide 

sensible credit scoring results and the policy maker can consider it as an alternative model 

for credit classification.   

Besides, these empirical results also indicate that SDA based F ratio method is the 

most optimal method to carry out feature selection for credit default prediction. While, 

SLR based BWD method comes secondly. SDA of WL is the third choice to find optimal 

feature subset for the credit scoring. And CHAID or QUEST of DT is not ideally applied. 

It also means that the filter approach is more applicable than the embedded approach to be 
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used in the selection procedure for optimal feature subset to some extent. These results are 

consistent with Liang et al. [37], who compared filter and wrapper feature selection 

methods for credit scoring and bankruptcy application and found the filter based feature 

selection for credit scoring to be the optimal feature selection method. 

Briefly it can be concluded that almost all hybrid models have a superior performance 

in terms of all performance metrics than their corresponding base and NN classifiers; 

however, the degree of improvement was dependent on the form of hybridization. 

Besides, hybrid models were more robust than their counterparts by reducing the variance 

of the single and NN classifiers. These characteristics of hybrids are very enviable for 

stake holders. 

 

5. Conclusions 

In this work, a new methodology for credit assessment has been developed by 

combining different classifier as multiple hybrid models, with the aim of obtaining better 

performance results than the single classifier. This can be viewed as a multiple hybrid 

approach that combines feature selection strategies with the classifiers for the construction 

of composite hybrids. In particular, SDA, SLR and DT have been taken as representatives 

of feature selection algorithms, an integrated approach that embeds expert knowledge 

with the filter method whereas the eight popular NN models have been used as classifiers. 

Some interesting conclusions can be drawn from the experiments carried out. In 

general, almost all hybrid models have a superior performance but among of them the 

„SDAFR + MLP‟ hybrid have produced the best results in terms of all thirteen performance 

criterions, a noteworthy strength of this study, what may lead to significant cost savings in 

credit scoring applications for financial institutions. Since the construction of particular 

hybrid model is important, it seems that the jointly use of SDA with MLP in any order 

performs the best with comparing of other combinations. A final indication from the 

experiments is that using the DT algorithm with NN classifier is clearly worse than the 

SDA or SLR hybridization with NN. The above-mentioned research findings justify the 

presumptions that „SDAFR + MLP‟, the hybrid methods should be the best alternative in 

opposition to base classifiers and NN classifiers in conducting credit prediction tasks. 

Moreover, in this study, we make some additional contributions to the credit scoring 

and financial distress literature. First, we note that the existing literature has compared the 

relative performance of various subsets of models. We execute a more comprehensive 

assessment of the performance of models through a large set of data with some new NN 

architectures, especially MNN, GFF, JEN. Second, we develop a number of additional 

appraisal metrics, which provide some new perspectives on the relative performance of 

the various approaches. Third, our study shows an extensive comparison among all 

models which can assist to take a feasible decision and produce a large financial and other 

benefits to organizations through credit approval, loan portfolio and security management. 

Potential future directions of this study include (i) enhancing the information sources 

by including the data from different regions, particularly with more exploration of credit 

scoring data structures, (ii) extending the hybridization with different classifiers such as 

genetic algorithm, support vector machine, fuzzy neural network, etc., and perhaps most 

importantly, (iii) the deployment of the system as a decision aid for administrators to 

assess its suitability and usability in real-world. 
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