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Abstract 

Nowadays, Geographic Information System (GIS) has been widely used in traffic 

control or urban planning and monitoring, thus, remote sensing images should be 

processed in digital form, which allows rapid integration of remote sensing analysis into 

a GIS. This paper discusses an image processing approach by using lifting wavelet and 

curvelet transform to carry out the image fusion of remote sensing photos. This approach 

integrates the lifting wavelet and curvelet transform to deal with the challenges in remote 

sensing image fusion. Experiments are carried out for testing the feasibility and compare 

the proposed approach with traditional wavelet manner. The experimental results show 

that, the correlation coefficients of primary low waveband from the proposed model are a 

little bit higher than the panchromatic waveband. That implies the image fusion can be 

performed better by the proposed model. Additionally, it was found that, the enhancement 

of information entropy will be improved by 7.73% and 9.84% respectively from both two 

experiments. 
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1. Introduction 

Nowadays, Geographic Information System (GIS) has been widely used in traffic 

control or urban planning and monitoring [1]. Remote sensing could be provided 

undoubtedly through using the satellites. By using the GIS, we are able to access the 

remote sensing images for different purposes [2]. However, such images should be 

processed in digital form, which allows rapid integration of remote sensing analysis into a 

GIS [3-5]. For processing the remote sensor image, there are several challenges. Images 

from remote sensing are very complex due to the image information formed without 

making physical contact with the object and thus in contrast to in situ observation [6]. 

Such images may include lots of noises and it is very challenging to restore the reality of 

the non-physical touched objects. Secondly, the remote sensing images are usually very 

large. That means they are carrying enormous information which is difficult to address 

using traditional image processing algorithms or models. Finally, there are different types 

of remote sensor techniques such as radar, film photography, infrared and radiometers. 

Take hyperspectral imaging for example, an image is very sophisticated that each pixel 

has full spectral information with imaging narrow spectral bands over s contiguous 

spectral range [7]. As a result, processing these images is very hard. 

In order to address the above challenges, large number of studies has been carried out. 

For the remote sensing images about Earth from space took by the satellites, [8] proposed 

an approach to get rid of the statistical characterization of remote sensing images rather 

than in gray scale natural images. This book illustrates the remote sensing image 

processing by five main parts: remote sensing, image processing, computer vision, signal 

processing, and machine learning. Remote sensing images need to be converted into 

tangible information. To this end, an object-based method was proposed to delineate 
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readily usable object from imagery so as to utilize spectral and contextual information in 

an integrative way [9]. From this paper, it could be found that cracks and the OBIA 

(Object Based Image Analysis) methods are making significant progress towards a 

spatially explicit information extraction workflow. Using unmanned aircraft system as a 

remote sensing platform, an automated batch processing method based on the object 

image was used to derive a species-level vegetation classification [10]. It is observed that, 

using this methodology, the overall accuracy has been improved by 87%. From the 

literature, most of the studies focus on the classification of remote sensing images [11-

16]. Image fusion on the remote sensing photos is limited. 

The lifting scheme for the construction of bi-orthogonal wavelets has been proposed by 

Wim Sweldens [17]. The lifting wavelet features that all constructions are derived in the 

spatial domain, which is based on simple mathematical calculations. Lifting scheme is a 

simple and efficient algorithm to calculate the wavelet transforms to generate second-

generation wavelets that could be used for the image fusion. There are three steps for 

constructing wavelets based on the lifting scheme. (1) Split phase: split data into odd and 

even sets; (2) predict phase: odd set is predicted from even set; (3) update phase: update 

even set using wavelet coefficient to calculate scaling function. 

This method is used to improve a given discrete wavelet transform to obtain specific 

properties which suits the remote sensing image which has the above characteristics. 

However, the transform using lifting may cause large difference when carrying out in 

remote sensing image fusion because the discrete transforms will accumulate the lifting 

residual when generating the second-generations. In order to reduce the lifting residual, 

this paper integrates the curvelet transform into the lifting wavelet for implementing 

remote sensing image fusion. 

The rest of this paper will be organized as follows. Section 2 gives a presentation about 

the lifting wavelet by giving the basic concept and integer change in lifting wavelet. 

Section 3 presents the curvelet transform. Section 4 introduces the proposed model by 

integrating lifting wavelet and curvelet transform. Experiments are also demonstrated in 

this section. Finally, section 5 concludes this paper and gives the future research 

directions. 

 

2. Lifting Wavelet 
 

2.1 Basic Concept 

In the 1990s, Sweldens, Daubechies and Schroder introduced an approach using the 

lifting algorithm for constructing the dual orthogonal function [17]. The lifting wavelet 

uses linear, nonlinear, space-change based prediction, and update operator for lifting 

change. That ensures the reverse of change. The wavelet generated from such approach is 

named second-generation wavelet which is based on dual orthogonal wavelet and total 

restorable filter, aiming to improve the dualization. The following steps are the key phases 

in lifting wavelet: 

(1) Split 

Assume a signal ( ), ,k ks s k Z s R   , s  is divided into even sample 2( )e ks s  

and odd sample 2 1( )o ks s  . The decomposition is called lazy wavelet transform: 

( , ) ( )e o ks s S s    (1) 

(2) Prediction 

Since the samples from s  have some relations, os  could be estimated from es , 

( )o es P s     (2) 
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Where P  is the prediction operator, which reflects the relation between the data. 

The difference between predicted value and real value reveals  the degree of 

approximation from the prediction operator. The smaller the difference is the degree 

of approximation is better. 

(3) Update 

In order to totally reconstruct s , the information related to es  included in os  will 

be omitted. The difference between them could be reserved as ( )o er s P s  . Using 

this approach, some characteristics from s  maybe missed. Thus, the update 

operation is needed by using the new r  to fine-tune the es : 

( )es U r       (3) 

The forward change of lifting wavelet could be expressed as:  

( , ) ( )

( )

( )

e o k

o e

e

s s S s

r s P s

s U r




 
  

    (4) 

Where r  and   is the wavelet coefficient and scale coefficient in the multi -

resolution analysis. S , P , and U  are decomposition operator, prediction operator, 

and update operator respectively. If the decomposition change of the lifting wavelet 

is obtained, the reconstruction approach could be expressed as:  

( )

( )

( , )

e

o e

e o

s U r

s P s

s M s s





 


 
 

    (5) 

 

2.2 Integer Change in Lifting Wavelet 

S transform is the integer form of Haar wavelet. For a integer sequence { }js , 

0, j js s , the Haar wavelet transform is  

0,2 0,2 1

1, 1, 0,2 1 0,2,
2

l l

l l l l

s s
s d s s






     (6) 

The reverse transform is  

0,2 1, 2, 0,2 1 1, 1,/ 2, / 2l l l l l ls s d s s d      (7) 

The S transform could be obtained from using the integer from (7). 

0,2 0,2 1

1, 1, 0,2 1 0,2,
2

l l

l l l l

s s
s d s s





 
   
 

  (8) 

Since two integers’ sum or difference is odd or even, the integerization operation 

removes the last unit from the sum is odd and it is equal to the last unit from the 

difference. Thus the S transform is reversal, the reverse of S transform is: 

0,2 1, 2, 0,2 1 1, 1,/ 2 , ( 1) / 2l l l l l ls s d s s d
               (9) 

In order to get better lifting, the forward and afterward difference calculations could be 

obtained as: 
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1, 0,2 1 0,2 1, 0,2 1,, / 2l l l l l jd s s s s d      (10) 

0,2 1, 1, 0,2 1,/ 2, / 2l l j l js s d s d      (11) 

The integer transform is 

1, 0,2 1 0,2 1, 0,2 1,, / 2l l l l l jd s s s s d
         (12) 

The reverse transform is 

0,2 1, 1, 0,2 1 0,2 1,/ 2 ,l l j l l ls s d s s d
        (13) 

Based on the S transform, we propose a TS approach for realize the integer lifting 

wavelet with the dual orthogonal wavelet basis from low filter coefficient {0.5,0.5}  and 

high filter coefficient {0.125,0.125, 1,1, 0.125, 0,125}   . The TS transform is: 

(1) (1)

1, 0,2 1 0,2 1, 0,2 1,, / 2l l l l l ld s s s s d      (14) 

(1)

1, 1, 1, 1 1, 1/ 4 / 4l l l jd d s s       (15) 

The corresponding integer transforms are: 

(1) (1)

1, 0,2 1 0,2 1, 0,2 1,, / 2l l l l l ld s s s s d
         (16) 

(1)

1, 1, 1, 1 1, 1

1
/ 4 / 4

2
l l l jd d s s 

 
    

 
   (17) 

While the reverse transforms are: 

(1)

1, 1, 1, 1 1, 1

1
/ 4 / 4

2
l l l jd d s s 

 
    

 
   (18) 

(1) (1)

0,2 1 1, 0,2 0,2 1, 1,, / 2l l l l l ls d s s s d
         (19) 

From the above illustrations, the direct transform could be obtained: 

(1) (1)

1, 0,2 1 0,2 1, 0,2 1,,l l l l l ld s s s s d
         (20) 

(1) (1)

1, 1, 1 1, 2 1, 1 0 1, 1 1, 1 1, 1, 1 1 1, 1( ) ( ) ( )l l l l l l l l ld d s s s s s s d        
           (21) 

Where 1 0 1 10, 0.25, 0.75, 0.25         . 

 

3. Curvelet Transform 

Assume the function : R R   meets the condition: ( ) 0t dt   and the 

admissible condition 

2| ( ) |

| |n
w

K dw
w




   . Then   is the admissible neural 

activation function under n  space. For the parameter set ( , , )r a u b , define the 
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nR R  function, then the 
0.5 ,

( )r

a x b
a

a
    

  is ridgelet. Where r ,   is 

the parameter space, 
1{ ( , , ) : , , }nr a u b a b R u S      . 

1nS 
 is the unit ball of 

nR . a  is the scale parameter, b  is the position parameter, and u  is the direction 

parameter. 

Definition 1. Continuous Ridgley transform is ( )( ) , rR f r f    and a function 

meets 
1ˆ ( )nf L R , if   satisfies the admissible condition, then 

, ( ) ( )r rf c f x u dr        (22) 

Where 
1(2 ) nc K     , 

1
( )

n

da
u dr dudb

a 
 . 

Definition 2. Parseval Relation. Assume 
1 2( ) ( )n nf L R L R  ,   satisfies the 

admissible condition, then we can get: 

2 2

2
| , | ( )rf c f u dr       (23) 

From the above definition, the curvelet transform 
2 2: ( ) ( , ( ))n

rR L R L u d   is 

isometric mapping under 
2L : ( )( ) , rR f r f   . For 

2( )nf L R  , the curvelet 

transform is equal to ,( )( ) ,u a bR f r P f   , where 

1

2
, ( ( ))a b a a t b   . 

 

4. Proposed Model for Remote Sensing Image Processing 
 

4.1 Model Description 

With the lifting wavelet and curvelet transform approach, this section presents a remote 

sensing image processing model which integrates lifting wavelet and curvelet transform to 

suit the characteristics of such image. 

Definition 3. Under a space H  which indicates a remote sensing image, a set of 

functions { }r r  , if 0 A B   , for f H , we can get: 

2 22| , |r

r

A f f B f       (24) 

Thus, { }r r   is a frame in H , ,A B  are the boundary. Meanwhile, ˆ
r  is the 

dual frame s.t. 

ˆ ˆ, ,
n n

r r r rf f f
 

   
 

         (25) 

According to the characteristics of wavelet transform, in the frequency domain, 

the supporting interval of curvelet transform is along with u  direction. The 

discretion of scale and angle divides the two dimensional plane into multiply 

structures. For the remote sensing image processing, the proposed model follows 

several steps: 

(1) Image classification based on odd and even indicator 

According to the definitions, the classification is: 
(1) (0)

1, 1,2 1, 1,2 1,l l l ls s d s       (26) 
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The dual lifting includes the application of a filter to get the even samples, which 

could be used for extracting the results using the following equation: 
(1) ( 1) ( ) ( 1)

1, 1,

i i l

l l k l k

k

d d p s 

      (27) 

(1) ( 1) ( ) ( 1)

1, 1,

i i l

l l k l k

k

s s u d 

      (28) 

(2) Processing of the odd and even samples 

For the M  step dual lifting and primary lifting, the even samples are low filter 

coefficient and the odd samples are high filter coefficient. K  is the scale indicator, 

thus, we can get: 
( ) ( )

1, 1, 1, 1,/ ,M M

j j l ls s K d Kd      (29) 

The reverse calculation is 
( ) ( )

1, 1, 1, 1,, /M M

j j l ls Ks d d K  . 

Then the M  could be obtained, and the primary and dual lifting step could be 

alternatively got: 
( 1) ( ) ( ) ( ) ( 1) ( ) ( ) ( 1)

1, 1, 1, 1, 1, 1,,i i i i i i i i

l l k l k l l k l l

k k

s s u d d d p s  

          (30) 

(3) Restore even and odd sample 

The samples are restored by using the following expresses: 
(0) (0)

0,2 1, 0,2 1 1,,l l l ls s s d      (31) 

The proposed model with dual lifting and curvelet transform with the reverse transform 

is: 

( ) ( 1) ( ) ( 1)

1, 1, 1,

1

2

i i i i

l l k l k

k

d d p s 



 
   

 
    (32) 

( ) ( 1) ( ) ( )

1, 1, 1,

1

2

i i i i

l l k l k

k

s s u d



 
   

 
    (33) 

( 1) ( ) ( ) ( )

1, 1, 1,

1

2

i i i i

l l k l k

k

s s u d



 
   

 
    (34) 

( 1) ( ) ( ) ( 1)

1, 1, 1,

1

2

i i i i

l l k l k

k

d d p s 



 
   

 
    (35) 

 

4.2 Experiments 

The experiments are carried out by using the images from remote sensing images with 

colors. Two types of images are used for carrying out the experiments. In the first 

experiment, the original image comes from open wild area with the size of 203×203 

pixels that from cameras from an airplane.  

    

(a) Original image     (b)Gray processing    (c)Wavelet-based     (d)Proposed Model 

Figure 1.Experimental Results-1 
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(a) Original image  (b) Wavelet manner  (c) Proposed Model 

Figure 2. Experimental Results-2 

For the remote sensing image 02, 2n a  , let   satisfies the curvelet. The 

ridgelet function of   is 

1/2

, ,

cos sin
( )a b

x y b
a

a


 
   

   (36) 

, ,a b  has three parameters: a  is the scale,   is the angle and b  is the position. 

The supporting set is {( , ) :| cos sin | }x y x y b a    . For any square integral 

function f , the coefficient of curvelet is: 

, ,, ,( , , ) , ( ) ( )a bf a bR a b f f x x dx        (37) 

  is the conjugate complex number of   and has the total reconstruction 

formula: 

2

3

0 0

( , , )
4

f

da d
f R a b db

a







 



       (38) 

After the discrete of the three parameters, we can get:  

/2

, , , 2 , , ,{ ( ) 2 (2 ( cos sin ) )}j j

j l k i j l j l j k lx x x k          (39) 

(39) is a frame of 
2L . According to the definition, 

2 , , 0f L A B    , 

2 2

2 22

, ,

, ,

| , |j l kL L
j l k

A f f B f      (40) 

Thus, f  could be reconstructed by the curvelet coefficient set , ,{ , }j l kf   . 

Based on the dual theory, there is a 
~

, , , ,{ }j l k j k l   which is the dual set of 

, , , ,{ }j l k j k l  , s.t. 

, , , , , , , ,

, , , ,

, ,j l k j l k j l k j l k

j l k j l k

f f f             (41) 

This model uses the angle parameter   for presenting the directions of pixels in 

remote sensor images. The discrete of   is , 02 2 j

j l l   . 

From the qualitative analysis of (40) and (41), db4 is selected for carrying out the 

image fusion of remote sensing. The decomposition layer of lifting wavelet is one. Due to 

the wave phases are from the same sensor device, this experiment compares the 

traditional fusion approach – gray processing, the wavelet fusion with db4, and the 
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proposed model in this paper. Figure 1 (a) is an original image taken by a remote sensor 

equipment from a farm in Canada. Figure 1 (b) is an image that has been processed by 

traditional grayscale fusion approach which is a conversion of a color image to grayscale 

by different weighting of the color channels effectively represent the effect of shooting 

black-and-white film with different-colored photographic filters. This approach use the 

principles of photometry to match the luminance of the grayscale image to the luminance 

of the original color image. Figure 1 (c) is the image under processed by wavelet manner 

which uses the transform for imaging processing to implement the fusion of images. 

Figure 1 (d) is the results from the approach integrating with lifting wavelet and curvelet. 

In order to test the feasibility and effectiveness of fusion of the remote sensing images, 

information entropy is proposed in this paper for this purpose. The entropy is the average 

amount of information from the image. We defined the image information entropy is: 

( ) ( ) ( ) ( ) log ( )i i i b i

i i

H X P x I x P x P x       (42) 

Where X  is an image, ( )iP x  is the probability mass function of a pixel in X . 

To do this, a continuous function f  is used and it is discretized into bins of size  . 

Based on the mean value theorem, there will be a value ix  in each bin that 

( 1)

( ) ( )

i

i

i

f x f x dx

 



       (43) 

We denote that 

: ( ) log( ( ) )i i

i

H f x f x






       (44) 

Using the expanding of the logarithm, we can get 

: ( ) log( ( )) ( ) log( )i i i

i i

H f x f x f x
 



 

           (45) 

As 0 , we can have 

( ) ( ) 1i

i

f x f x dx



 

       (46) 

( ) log( ( )) ( ) log ( )i i

i

f x f x f x f x dx



 

      (47) 

Thus, we can finally get 

0
[ ] lim( log ) ( ) log ( )h f H f x f x dx








         (48) 

From the above experiment, the information entropy from the images is shown in table 

1.  

Images Correlation 

coefficient of 

panchromatic 

waveband 

Correlation 

coefficient of primary 

low waveband 

Information 

entropy 
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Figure 1 

(a) 

- - 7.1382 

Figure 1 

(b) 

- - 6.1256 

Figure 1 

(c) 

0.8666 0.8347 7.2854 

Figure 1 

(d) 

0.8789 0.9864 7.8482 

Figure 2 

(a) 

- - 8.9878 

Figure 2 

(b) 

0.7655 0.7898 9.1028 

Figure 2 

(c) 

0.8868 0.9964 9.9988 

From table 1, the correlation coefficients of panchromatic waveband and primary low 

waveband from different images are obtained. From the two experiments, the correlation 

coefficients of panchromatic waveband from Figure 1 (c) and (d) as well as Figure 2 (b) 

and (c) are 0.8666, 0.8789, 0.7655, and 0.8868. The ones from the model proposed in this 

paper is bigger than traditional wavelet approaches. For the correlation coefficient of 

primary low waveband, the differences are even obvious from the two experiments, which 

are 0.1517 and 0.2066 respectively. However, the differences of panchromatic waveband 

are 0.0123 and 0.1213. It is observed that, from the experiments, the correlation 

coefficients of primary low waveband from the proposed model are a little bit higher than 

the panchromatic waveband. That implies the image fusion can be performed better by the 

proposed model. 

For illustrating the information entropy from table 1, Figure 1 (b) is the smallest value 

which means the grayscale operation will lose some information of the image from 

remote sensing. After the image fusion, the information entropy will be creased. That 

indicates that more information will be useful and reflected from the image which will be 

clearer. It could be found that, the proposed approach in this paper with lifting wavelet 

and curvelet transform outperforms the traditional wavelet approach used in image fusion. 

The enhancement of information entropy will be improved by 7.73% and 9.84% 

respectively from both two experiments. 

 

5. Conclusion 

This paper discusses an image processing approach by using lifting wavelet and 

curvelet transform to carry out the image fusion of remote sensing photos. This approach 

integrates the lifting wavelet and curvelet transform by three steps so as to deal with the 

challenges in remote sensing image fusion. Experiments are carried out in two dimensions 

to test the feasibility of the proposed model by comparing with the traditional wavelet 

approach used in image fusion. From the experiments, it could be observed that, the 

proposed methodology outperforms the traditional wavelet manner in terms of the 

correlation coefficients of panchromatic waveband and primary low waveband as well as 

the information entropy. 

There are some limitations in this research so that future research directions could 

be implemented so as to improve this approach. First of all, the application of the 

proposed approach will be extended into other applicable areas such as biomedical 

image processing. The biomedical images are complex that high density of 
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information maybe hidden within an image. Secondly, the odd and even samples 

selected from this approach could be improved by adding some more selection 

methodologies such as stochastic manner. Finally, the wavelet calculation is very 

simple. It is easily attacked or decrypted by other unauthorized users. More 

sophisticated methods could be studied and added into the model for keeping more 

secure system. 
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