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Abstract

Many real-time applications use Internet as a media to transmit their data and need
guarantee for correct data transmission and limited transmission delay. It requires
efficient network traffic protocols to avoid or limit the level of congestion. In this paper
we propose, design and analyze a Robust Delay Based Controller (RDBC) for traffic
management on transmission control protocol (TCP). This controller is based on an
output feedback controller for decreasing effect of delay and disturbance on performance
of network. Linear Matrix Inequality (LMI) is used for optimize design objectives. The
simulation results illustrate that the queue length in router reaches to desired value
quickly with proposed RDBC. We use network simulator (NS2) to compare performance
of RDBC with other AQM mechanisms Like RED, Pl and PID. Queue length average and
variance, bandwidth utilization, throughput and eweend delay are performance
metrics that used for comparison.

Keywords Network Congestion Control; Transmission Controfotecol (TCP);
Robust Control; Output Feedback; Disturbance Attenuation

1. Introduction

TCP is the dominant protocol in the Internet and many applications use it, therefore,
increase Internet performance is very important. TCP congestion control is threckefy
factors to increase Internet performance. There are several mechanisms to manage
network congestion such as Slow Start, Additive Increase and Multiplicative Decrease
(AIMD), Congestion Avoidance, Fast Retransmit and Fast Recovery are used by TCP.
These mechanisms cannot prevent congestion because they detect congestion after packet
drops or meaningful changes in etodend delay or throughput.

Active Queue Management (AQM) has been established for improving network
congestion management. The maea of AQM is to activate packet dropping at the
routersod queue, bef or e b-unbwneAQM meckanismli®sw happen
Random Early Detection (RED])][ In RED, the arriving packets are dropped randomly
with a probability that is proportional tiis average queue length. The furthermore
researches show, RED has some weaknesses, such as sensitivity to-loattveskiation
and shorterm and longerm queue behavior mismatdj.[

Many other objectives such as: high link utilization, low drop @td low packet
gueuing delay are considered for researches. However, high link utilization and low
packet queuing delay are two main objectives of queue management which often in
conflict.

In fact, some AQM mechanisms such as GREBINREM [4], or AVQ [5] minimize
the queuing delay; tolerate low link utilization and packet loss. Besides, other AQM
mechanisms such as BLUB][maximize the link utilization, tolerate queuing delays.
Establish a balance between queuing delay and link utilization is the magphy of
new AQMs.
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The present work proposes a robust AQM; and explains how it achieves mentioned
features The proposed AQM is based on robust control theory that naturally has
disturbance attenuation and robustness over model uncertainty. We 8eebtsc
properties of robust control theory to design more efficient AQM.

This Robust DelayBased Controller (RDBC) is designed to increase network
performance. Higher link utilization and lower jitter are two major parameters that we
defined for netwdt performance.

The remainder of the paper is organized as follows: Section 2 presents an overview of
related researches on AQM. Section 3 introduces TCP modeling and robust control design
for time delayed systems is discussed in section 4. In section design and evaluate a
robust AQM controller. Section 6 presents the results analysis through simulation.
Finally, conclusions follow in Section 7.

2. General Survey on AQM Appr oaches

Experimental researches show TCP congestion avoidance mechanismstare no
sufficient to prevent congestion. Actually, the main weakness of these mechanisms is that
they drop the packets only in overflows like Drop Tail mechanigbiit one possible
solution to overcome this weakness is to drop packets before overflows. Klattaid
follow this approach are named Active Queue Management (AQM). Compared to Drop
Tail, AQM mechanisms have some advantages like lower delay changes by maintaining
the average queue length and reduction of sequential packet drop.

Recently, multiple AQMmechanisms have been proposed in many papers and
technical documents. In a direct manner, we can classify these mechanisms in four main
categories§]: the heuristics approaches, control theobased approaches, optimization
based approaches and hybajoproaches. For congestion evaluation, each category used
some metrics and did reaction. These metrics are different such as: queue length, buffer
emptiness, buffer overflow, loss ratio, traffic input rates; or a mix of these metrics.

In this section wereview AQM approaches and explain the philosophy of each
category, the congestion estimation metrics that they used and methods of reaction.

2.1. HeuristicsbasedMethods

RED (Random Early Detection) is most popular and one of the first AQMs. RED
prevens network congestion by controlling the average queue length. For this reason
RED has some parameters like, minimum threshold, maximum threshold and probability
of packet dropping. When the average is less than the minimum threshold, no packets are
dropped When the average exceeds the maximum threshold, all incoming packets are
dropped. Between minimum threshold and maximum threshotayrding to a probability
function the arriving packets are dropped. This probability function is based on the
average quee length.

Unfortunately, stability and efficiency of RED depends strongly on it parameter setting
[9]. For this reason, several algorithms proposed to improve the basic RED algorithm
(e.g.,ARED [10], SCRED [L1], BLUE [6], GREEN B] and AVQ P)).

2.2.Control Theory-basedM ethods

Recently, control theoretic methods have been used in congestion control problem.
These appraches can control the router queue length as a plant variable and balance
between link utilization and queuing deldsigure 1 illustrates the schematic of control

loop and its components. In this figuk@,represents the instantaneous queue ler@th,

represents the reference queue length value and the Process represents a combination of
subsystems such as TCP sources, TCP receivers, routexand
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Figure 1. Feedback Control Modeling of Congestion Con trol with an AQM
Algo rithm

In [12] the TCP/AQM control system model was linearized and a proportional integral
controller (PI) was proposed. There was shown that the PI controller has passable queue
delay and link utilization. In other research activities, different improvements were added
to the classical PI controller. The PD controllerifi][predicts the queue evolution which
makes the control more reactive. The PIP controllel 4 ifnproves thePl controller by
adding a feedback compensation to reduce the sensitivity to network parameter changes.

The PID controller as a strong controller in control theory was used5h dnd
combines the action of the PI controller and the PD controller. A-Tseling PI
controller based on pole placement {8fPP) has been proposed i6]. In [17], it was
introduced a sliding mode variable structure control, that permits a better stability and
robustness than a PI controller by taking into account the modettainties and the
number of active TCP connections.

Some research use lfor AQM design. Robust discrete time controller is proposed in
[18] and [L9]. In [20] an AQM controller designed with loop shaping approach. Delay is
another key parameter irptthat corsidered in 21]. There are similar approach for AQM
design in 2] and R3].

2.3.Optimization-basedMethods

Another way to design AQM controllers is using optimization methods. The
philosophy in such mechanisms is to find the optimal value of the dropmbaglglity. A
tradeoff between the minimization of the queuing delay and the maximization of the
throughput is the key point to find this optimal value we have. For example, in REM,
beside the queue length metric, the input rate was used as a congelitatoirf]. This
kind of mechanism permits maintaining a low level queue occupation compared to the
previous ones, but it often suffers from low link utilization. Another mechanism is SFC
that works with samenethod R4]. Moreover, in 25 an adaptive controller based on
mathematical optimizatiois presented that is proven it has suitable robustness

2.4. Hybrid Methods

The network model is strongly nonlinear and has many uncertainties. Moreover, many
disturbances like non TCP flows are added to network. Therefore, mathematical dynamic
modeling and parameter quantization are two major problems in heuristically and control
theoretic approaches.

For surmount to these problems, different hybrid mechanisms hawe poeposed.

FIPD is a fuzzybased AQM that defines a congestion index based on the instantaneous
gueue length and uses it to indicate the degree of network cong@$€fioAl§o, adaptive
sliding mode controllerd7] and fuzzy based controlle] are categozed in hybrid
methods.

3. TheProblem Statementand Preliminaries

In [12], a dynamic model of TCP was presented. Under some assumptions, this
dynamic model was simplified as follows:
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WhereW is average TCP window size(packetg)js average queue length(packets),
C link capacity (packetsec), R(t):q(t)/C+TID (secs) is round trip timeTp S

propagation delay (secsN is load factor (number of TCP sessions) gnds mark
probability of packet mark.
SupposeN(t)l N ,C(t)1 C and taking(W,q) state variable angh as input, the

equilibrium (\/\6,00, po) is then defined bydW/dt =0and dq/dt = Oso that:
W=0Y Wp,=2
4=0Y W, =R =BT,

then

()t R)- B - R)

e (- R)- 2 b
©)

=%aw<t)- %aq(t)

WheredV =W -W,,dy=q- q,, @ = p- p,represent the perturbed variables about

the equilibrium. We can chang@) to standard form of state space representation of a
time delay systen(b) if we setx, =adW , x, =dj andu = :

At)= Adt)+ AX- R)+Bult- R) .
At) = Extt) ®

with
e N lo R R
€ Rc RCYU , _% N 1lg eR,C2
A=¢é N 1 ugA=¢ R’C RcCY B,=6&\2U
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4. Robust Control for Time Delayed System

Robust control is a branch of control theory that explicitly deals with uncertainty in its
approach to controller design. Robust methods t@imchieve robust performance and
stability in the presence of bounded modeling errors and disturbance. Due to the inherent
nature of the Internet, that has many uncertainties such as number of users, end to end
delay and other parameters, we choose tadrgrol to override these uncertainties.

80 Copyright i 2016 SERSC



International Journal of Control and Automation
Vol. 9, No. 11 (2016)

Consider a class of time delay system of the form

#t) = AXt)+ Bult) + AX(t- d)+ Byt - h)+Dwt) i
A(t) = L(t) ®
Whereti A is the time,x(t)i A"is the state vectom(t)i AYis the exogenous input

vector (the disturbance)y(t)i A™Mis the control input vectorz(t)i AP is the output

and d, hrespected the amount delay in the state and at the input of the.system

As regards, there are delays in computer networks; the model that describesin
more suitable for computer network dynamic model. The purpose of this research is to
design a controller that despite the ubhplelay and state delay, the final closedp
system to be stable.

Given the timedelay system(5) with the output measuremeyr(t):Cx(t), now

consider the problem of output feedback control by usistpte observebased control

scheme. There are two state variables (queue length and window len@h)Note that

the controller is implemented within the routers; the queue length parameter can be

measured. fien state observer is necessary because window length must be estimated.
Let the stateobserver be described by:

Ht) = Aox(t) + Boly(t)- x(t)] + Cax(t- d)+Cpx(t- h)
i v
WhereX(t) is internal state variable of observer dynamic and theicmal@o, BO,Ch,
Gg,C,4 must be determined in design process. The targets of this controller design are: a
good estimation ofx(t) by X(t) and minimizeTZV\(S) (the transfer function of

disturbance to output). Note that (@) output of observer based controlleru’é), the
input of systen(5).
Introducing the variables

oft) = x(t)- )=[x"(t) e )] @

Then the cIosedbop system corresponding {6) and (6)-(7) is given by the state
model:

% (t) = Ax, (1) + B.x, ¢ d)+Cox, (t- h)+Dyw, (1)

200)=L.x, () ®
With

- ds -hs|[ 1
TawlS) = Ea(sl - An)- (Bae +Cqe )] Dy ©)

Let the matriced\ ,C,, C, be defined by
A, = A+BG, +g ?DD"P- L''GIB"P

(10)
C.=A;:C, =BG,
Such that
e A+BG BG g
A €A - BG,- A A - BG - B,CY
A, O
> gpc? N D

_6B,G, B,G,g eDg

Ca—go OBD grDE—[L 0]

Copyright i 2016 SERSC 81



International Journal of Control and Automation
Vol. 9, No. 11 (2016)

This describes a free tindelay system. The following theorem summarizes the
desired result:

Theorem: The closedoop systen(9) is asymptotically stable avHHZW” ¢g;9>0 for
d , h20 if there exist matricesO<Y' =YI R™" , 0<X" =XIi R™" ,
0<di:Qdd|’ R™ | O<QrTh=Qdd|’ R™ | O<Q§h=th|’ R™ |
0<Ql,=Q,I R™, 0<Q] =Q, I R™, § I R™, M,I R™ and the scalar
J >0 satisfying the LMIs:

2Q1(Y) AY §hSO M ﬁ
U
w=elh t% 2 P 12
?So Bh 0 - th 0 l(l
EMT 0 0 -3,y
And
&Q,(X) XN, AX Do
I u
v%:eNo§ 10 0y 3
exnA 0 -Q o
€5 o o -ul
Where

Q(Y)=AY+YA +BS +S§B" +Qy +Qy

A=A +g°DD'Y"

Q,(X)=AX+ XA +Q, +Qy

B :[Bh Bh] édh_[th th] 5_l_D CTMTJ

NoNg =)j1 Y (B +s7B ) *lu =1 /4] (14)

Moreover, the observdrased feedback controller is given by
Ht)= [A+ BgY 1+g2DDTY - X BTY 1lx(t)

- Moy(t)- Cx(t)]+ Agx(t- d)+BnSoY *x(t- h)
u(t) = Y x(t) (16)

Proof: this theorem is proven i29].

(19

5. Controller Design

In this section, we design the Robust DelBased Controller (RDBC) and evaluate the
performance and effectiveness of the controller and compare its performance with other
congestion control mechanisms. We verify our propositionsimialations using th@s2
[3Q] simulator.

We assume that there is a single bottlenecked router. We consider 5 scenarios for
illustration of weakness and strength of each mechanism.

The RDBC mechanism is designed for a network with 60 TCP sessions, 100
millisecond RTT delay for a link with bandwidth 15Mbps and average packet size
consider be 500 bytes. Topology of mentioned network is illustratéidjime 2.
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Figure 2. Simulation Topology

For this situationA, A,, B,and E in (5) are calculated as blew:

& 16 - 00266 ¢ 160 -002666  _&19531%
=4 N o, = z N, = Z < an
€600 -100 [ €0 o u g o
E=D=57

u

Consider to equation(d42), (13) and solving the LMIs, we have:

- D00050.008 5 5eand s, =[00013 01523 10°
~$.0061 7.8078 " 97O 0RNIH =0 |

€0.0015 0.0615g, 1

~ &€0.0615 6.0468
And then observer that was describedlB) and(16) modeled as below:

_&0.0016-0.000, 02034 1 &1.6005 0.026%
ﬂt)'&.glzl -0.545%] 10°x) 3).203ﬁy(t) o 1]X(t)+3 0 0 uux(t d)

u(t)=[0.2365 0.001§ 10°x(t)
To implement this observer based controllen&2, we hawe todiscretize the observer
model. For this reason bilinear transformation was used. Sufpsampling Time) is

1/60 second ang = 2z-1 and z = e*"thenthe controller is:
Tz+1
+a,z+a,z’+a.z° +a,z' +a.7*
K(2)= Gty zt+a,z +ag 72 +3g 17

2 6 7 8
b, +b,z+b,z" +b,z° +b,z" +b,z

Where:
a, =- 0.0005. , a =-0.001135 , a,=-0.00062 |, a; =340 107 ,

a,=-1815 107, a, =-5217 10"
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b, =118€, b, =2757 , b,=1571, b,=-1.16210> , b, =-3.008 10° ,

b, =1.437 10°
5.1. Stability Analysis

Stability analysis of a closed loop network with AQM has been discussdd)inif
some proposition. Considére linear control system fRigure3 whereP (S) is network

transfer function,C (S) represents a linear AQM controller arpo(s) is highfrequency
window dynamic like as below:

c*
O
b 2B
? Cx R=
2N -5
o= 23 <)

In [12] is a shown closed loop stability condition, via some proposition. Suppose V(s)
were defined as follows:

_ P(s)
V=1 pcle

A(s) ¢
] oq
B Q—» P(s) >
op
L g% C(S) Le—

Figure 3. AQM Closed Loop Diagram

lllustrated systemin Figure3 is stableif:
;SR
i C (S) stabilizesthe delayed nominal pIanFt) (S)

1 the highfrequency parasitic D(S) is gainstabilized, i.e.,

D(jwN(iw) <3" w>0

Continuedorm of designed controll§d 7)(16) can be calculated as below:
(9)= 0.000283947 +49.585+6666)s* +44.215+1060(s? +37.35+237]

~ (s+2653)(s+1094)(s+1.935)(s? +27.04s+9685)s* + 28,865+ 2839

84 Copyright i 2016 SERSC



International Journal of Control and Automation
Vol. 9, No. 11 (2016)

With considering network parameters as R=250ms, N=60 @r1250, we can

caIcuIateP(s) and D(S) asbelow.
( ): 130208333
(s+1536(s+4) D(s)=5.898 10 5(1- e 0-258)
Error! Reference source not found.andFigure5 illustrate bode diagram of open

loop transfer functio.(s) = P(s)K (s) and‘D(j WV (] '/M

Bode Diagram
Gm =148 dB (st 243 rad/zec) , Pm=Inf

Magnitude (dB)

Phase (deq)

Frequency (radisec)

Figure 4. Bode Diagram of L(S).

a

2o b

40t

B0

Magnitude (dB)

a0 b

-100
10" 10 10’ 107 10
Frequency (radisec)

Figure 5. Bode Diagram of ‘D(j W)v (j VM

As it seems irError! Reference source not found.and Figure5 all of stability
conditions are satisfied.

5.2.Sensitivity Analysis

In this section sensitivity of total system respect to each basicrpaters of network is
evaluated In the next figuresHigure 6to Figure 8), it can be seems that RDBC can
stabilize network with large range network parameter variation. RDBC can guarantee
network stability when mpagation delays increase to around 500ms (two times over
design condition), link capacity increase to 10Mb/s and network sessions decrease to 18

sessions.
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6. Simulation

For evaluateperformanceof RDBC, there e three scenarios. These scenarios show
robustness of RDBC against delay variation and different disturbances apply to network.
The topology of simulation network is likggure?2.

6.1.First Scenario

In the first scenario, it is assumed, the link delay changes from 120ms to 440ms and
other conditions are like nominal conditions. Queue lengths corresponding to each link
delay areillustratedin Figure 9 to Figure 12. In these simulations, the desired queue
length is set to 250 packets for RDBC, Pl and PID.
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In thesefigures, RDBC has been track the desired queugtherOther performance

metrics are listed iffable 1

Table 1. Performance Metrics for First Scenario

Mean _ _ Throughp End-to-
De AQM Queue variance/Me Bandwidth ut End
lay Mechanisms an Utilization (Kbps) (Bytes/Sec Delay
(Packets) s) (sec)

RDTC 235.51 5.80 4853.67 622128.6 272.74

12 RED 14.63 12.21 4730.45 606329.4 76.57
0 PI 267.21 11.39 4855.61 622384.4 301.14
PID 201.69 346.88 4858.78 622795 242.23
RDTC 248.27 10.49 4807.19 615801.4 345.85
24 RED 10.88 16.17 4709.36 603292 132.98
0 PI 256.04 14.16 4816.10 616965.8 353.31
PID 184.02 19.82 4826.61 618270.6 287.58
RDTC 218.25 15.72 4762.57 609754.4 370.63
34 RED 9.20 24.86 4577.06 586012.4 181.72
0 PI 245.77 19.11 4762.52 609754.6 396.96
PID 170.44 26.98 4807.39 615528.2 326.19
RDTC 196.33 18.92 4724.03 604554.6 402.32
44 RED 8.32 37.12 4468.60 571851 231.18
0 PI 240.00 23.63 4742.39 606874.4 441.26
PID 155.73 38.27 4745.07 607233 365.14

As it is shown inTable 1 RDBC tolerate network parameters changes, and $yadili

system is guaranteed.
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6.2.Second Scenario

In this scenario, to evaluate disturbance rejection strength of each conwalapply
a CBR traffic as a disturbance to bottleneck. In this situation, CBR traffic rate is 1.5Mbps
with 500 bite cell lagth. CBR traffic starts at first epoch of simulation and stops after 20
seconds, another time CBR starts at 50 and stops at 70 and finally it starts at 80 and
continues until 100. The propagation delay changes from 120ms to 4B@yuse 13 to
Figure 16illustrate the queue size at each propagation delay.
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Figure 13. Queue Length for 120ms End
to End Delay with 1.5 Mbps Disturbance

Figure 14. Queue Length for 240ms
end to End Delay with 1.5Mbps
Disturba nce
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Time (Sec|
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~
5
S

BTN AW VPN Y RNINTER |
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Figure 15. Queue Length For 340ms
End To End Delay With 1. 5Mbps

Disturbance

listed inTable 2.

Table 2. Performance Metrics for

Second Scenario

Figure 16. Queue Length For 440ms
End To End Delay With 1. 5Mbps
Disturbance

In thesefigures, RDBC has an acceptable performance. Other performance metrics are

Mean . . End-to-

Delay AQM Queue variance/Mea N BgndW|dth Throughput End
Mechanisms n Utilization (Kbps) (Bytes/Secs) Delay

(Packets) (sec)
RDTC 323.26 9.49 4863.98 512909.2 341.32
120 RED 15.48 12.59 4773.30 510829.2 76.57
Pl 285.28 17.98 4864.91 513251.4 304.87
PID 21835 8.00 4867.15 515131.4 251.30
RDTC 279.25 16.19 4847.89 509926.2 363.74
240 RED 12.96 20.00 4697.97 494286.6 134.43
Pl 265.83 23.43 4843.19 508836.4 349.64
PID 201.56 13.24 4836.74 509331 298.85
RDTC 242.48 22.38 4821.47 505356 384.15
340 RED 10.75 30.46 4634.02 483199.8 182.74
Pl 259.39 28.95 4817.80 505030.8 397.90
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PID 181.80 25.36 4810.41 505120.8 332.18

RDTC 215.78 35.37 4789.53 501023.8 413.16

440 RED 9.96 52.69 4440.70 457367.8 232.35
PI 245.54 43.34 4806.82 503412.6 437.03

PID 160.34 36.@ 4761.83 497792.6 367.60

6.3.Third Scenario

In this scenario, the CBR traffic is decreased. In this situation CBR traffic rate is set to
3Mbps with 500 bite cell length. Again CBR traffic starts at first epoch of simulation and
stops after 20 seconds, anottisre CBR starts at 50 and stops at 70 and finalbtatts at
80 and continues until 100. The propagation delay changes from 120ms to &fmes.

17 to Figure 20 illustrate the queue size and bandwidth utilizatatreach propagation
delay.
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Table 3. Performance Metrics for First Scenario
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Mean _ _ Through End-to-
Del AQM Queue variance/Me Bandwidth put End
ay Mechanisms (Packets) an Utilization (Kbps) (Bytes/Se Delay
Ccs) (sec)
RDTC 311.46 21.63 4870.74 409394.2 305.08
120 RED 16.16 12.18 4798.01 423882.2 f76.70
PI 306.46 33.26 4870.77 408921.6 295.22
PID 226.01 8.23 4870.70 418378.2 249.91
RDTC 305.98 26.22 4861.50 509926.2 364.84
240 RED 13.95 24.22 4760.37 405243 134.29
PI 288.85 50.04 4857.18 404353.8 337.25
PID 212.30 16.65 4862.62 413382.2 294.84
RDTC 287.02 38.68 4827.56 399620.8 397.69
340 RED 12.79 38.51 4658.71 386364.2 183.61
PI 273.84 55.19 4814.11 397731.4 379.78
PID 198.53 25.73 4836.53 406359.2 335.05
RDTC 256.75 47.83 4814.54 397277.8 423.60
240 RED 12.22 55.75 4565.03 370010 233.18
PI 259.22 66.81 4759.41 388997.6 425.48
PID 189.37 30.37 4802.62 398323 378.52

7.Conclusions

In this paper, we proposed an active queue manager (AQM) based on robust control
theory, named HARobust Del ay Based Controll er
designing this controller wastilization of robust control and its advantages, such as
robustness againstodel uncertainties and disturbance attenuation. In computer networks
and Internet, there are many uncertainties such as number of users and networks load, that
changes of them oaunstable the network. Considering delay in input and state of
network model, and design a controller based on these delays, guarantees that closed loop
system with existence of delay, is stable. Following an intensive performance evaluation,
RDBC not ony in desired queue length tracking, but also in usage of maximum
bandwidth and decrease etodend delay, has shown more robustness against networks
parameters changes. Furthermore, RDBC does a far better disturbance attenuation
comparing to the most AQMgorithms.
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