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Abstract

This paper proposes a new algorithm to position the area of a truck’s compartment in images for the intelligent sampling control system. The goal is to identify a truck’s compartment and assure that some works are done inside it. For example, while a mechanical arm automatically snatches goods carried by a truck, we must ensure that the goods must be obtained inside the truck’s compartment. Firstly, the compartment image is acquired by the camera overhead. Secondly, the Canny operator is used to extract the edge of the image, because it is sensitive to the image texture features. Thirdly, the Canny edge image is transformed to the Hough transform space. The peak points in the Hough parameter space indicate the straight lines which may be the elements of the compartment. The straight lines which meet the conditions of the actual size of the compartment make up the area of the compartment. Finally, converting the image coordinate to the physical compartment coordinate. The experiment result shows that the algorithm is effective and the coordinate conversion error analysis indicates that the converting algorithm is workable.
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1. Introduction

The mechanical sampling devices have been increasingly applied in various fields to take out samplers for further evaluating or testing. In coal-fired power plants or steel mills, coal is the important raw material and plays a decisive role to the products’ quality. For small or medium-sized enterprises, coal is carried into the factory mainly by truck. While picking up the coal samples for further testing to confirm the grade of coal, the mechanical sampling devices are unable to avoid the interference of man-made factors, because the sampling locations are decided by the operation personnel [1]. In order to eliminate the influence of the human factor and improve the reliability of sampling system, an intelligent sampling control system is necessary. On this situation, the automatic sampling system should be designed. The most important thing in automatic sampling system is identify the area of a truck’s compartment. Only the compartment has been identified, the mechanical sampling devices can complete the work correctly.

For the moment, there are mainly two kinds of technologies suitable for compartment positioning. One is the infrared signals localization and ultrasonic positioning that based on sensor; the other is the digital image processing technology which extracts image edge information. The positioning technology based on the sensor is vulnerable to environmental factors, but the positioning technology based on digital image processing can overcome these problems.
Owing to the compartment is rectangle, many rectangle image identification methods are involved. References [2-6] had discussed image identification issues of straight line and rectangle. For the truck’s compartment positioning, reference [7] proposed a locating method based on background-subtraction and image projection method; reference [8] presented an edge detection algorithm on fuzzy sets according to the requests of determining orientation of coal compartment. It is applicable to the edge detection of bigger objective area (compartment) of multi-levels image.

Although the truck’s compartment is rectangle, but the location of the truck (in the detection area of the driveway) is not fixed while waiting for sampling, and the size of the compartments vary from a truck to another. Consequently, the key problem for intelligent automatic sampling is how to obtain the locations of the compartments. Hence, those methods described in references must be improved and combined to apply to the truck’s compartment positioning.

2. Sampling Workflows Analysis

As shown in Figure 1, the truck carries the coal into the factory. The RFID (Radio Frequency IDentification) tags system identifies it firstly. Every truck which wants to enter the factory must apply for registration and own a RFID tag. Only those trucks that have valid RFID tags can enter the sampling area. Secondly, the RFID system checks out the truck’s information from its database, such as its number, weight, length, width, height, and so on. After that, the truck enters the sampling area to be sampled. The mechanical sampling device must pick up the samplers correctly inside the compartment. In order to obtain the fair sampler data, the sampling location should be as random as possible, and the samplers should come from multiple locations.

In order to get the location of the truck in real time, a camera is set up in the top middle of the sampling area as shown in Figure 2. The truck image information is acquired from the dynamic video after the truck has stopped in the sampling area. According to the image characteristics that the color for the truck’s compartment filled with coal is black, the image processing technique is used for the image edge detection to calculate the edge of the truck. But the image edge contains the front part of the truck. In order to assure that the sampling locations are inside the compartment, the rectangle compartment area that indicates the truck’s compartment should be identified.
In image processing, the edge of an image is the boundary among different regions. Roberts operator, Sobel operator, Grad operator, Prewitt operator, Log operator, Laplacian operator and Canny operator are familiar edge detection operators. These operators can identify the boundary in pixel level. For an original image that based on pixel level, the image edge can be detected by the variation on the direction of first-order or second-order derivative between the neighboring regions. Many scholars have made the analysis and comparison among their respective advantages and disadvantages [10]. The edge of the compartment has obvious characteristic that the coal is black, so the outline of the truck can be easily got with an edge detection algorithm. The Canny operator is used in this paper because it is sensitive to the image texture features.

Due to the imperfections in either the image data or the edge detector, some points or pixels in the desired lines may be lost and the noisy edge points may appear while obtaining the edge from the Canny operator. However, the Hough transform can address this problem by making it possible to perform groupings of edge points into line candidates by performing an explicit voting procedure over a set of parameterized image objects. The Hough transform is a feature extraction technique used in image analysis, computer vision, and digital image processing. It has higher reliability, and can output the ideal result even under the condition of noise, deformation or some loss of image.

The length, width and height data of the truck’s compartment is known. The data can be retrieved directly from the truck’s RFID tags system, because only those trucks that have valid RFID tags can enter the sampling area. The sampling area is a one-way road. The trucks must comply with the regulations that they can only move from one side to another. Consequently, the direction of the truck is fixed. We just need to identify the tail location of the truck, and then the whole position of the truck compartment can be labeled with the rectangle geometry constraints.

3. Related Algorithms

3.1. Canny edge detection algorithm

Canny edge detection operator was put forward by John F. Canny in 1986. It is based on the optimization algorithm. The edge of an image is the areas where brightness changes significantly. The gray level in these areas is generally regarded as a step. That is, the gray scale in a small area shows dramatic changes. Canny operator has a higher fidelity on the edge of original image, and also has better edge location accuracy. Hence the Canny operator is adopted.

The Canny edge detection operator has three criteria [9].

1. SNR (Signal Noise Ratio) criterion. The goal for SNR is to find out all pixels that are part of the edge and exclude the pixels that do not belong to the edge. If expressed in a formula, SNR can be written as the following formula.
\[
\text{SNR} = \frac{\int_{-\infty}^{\infty} G(-x)f(x)dx}{\delta \sqrt{\int_{-\infty}^{\infty} f^2(x)dx}}
\]  

(1)

In formula (1), \(f(x)\) is the filter impulse response in the boundary of \([-\infty, \infty]\), \(G(x)\) is the edge, \(\delta\) is the root mean square for Gauss noise.

(2) L (Localization accuracy) criterion. L criterion shows that the edge pixels found out must coincide with the actual edge as closely as possible. If expressed in a formula, L can be written as the following formula.

\[
L = \frac{\int_{-\infty}^{\infty} G'(x)f(x)dx}{\delta \sqrt{\int_{-\infty}^{\infty} f^2(x)dx}}
\]  

(2)

In formula (2), \(G'(x)\) is the first-order derivative of \(G(x)\), and \(f(x)\) is the first-order derivative of \(f(x)\).

(3) Single edge response criteria. A single edge has only one response, and the false edge response should be restrained as much as possible. It can be expressed with D (the average Distance of the false edge) as follows.

\[
D = \pi \sqrt{\int_{-\infty}^{\infty} f^2(x)dx \int_{-\infty}^{\infty} f'(x)dx}
\]  

(3)

For the three criteria, SNR criterion reflects the detection rate of an edge detection operator upon the real edge. The higher the SNR, the more likely the detection result contains the real edges and exclude the false edges. L criterion is on behalf of the mathematical expectation between the detection result and the inverse of the actual edge. The lower the L, the higher the localization accuracy. D shows the average distance of the false edges by the convolution between the random noise and the detection function. The higher the D, the lower possibility the false edges are.

In this paper, the average distance D is considered as a constant, and the optimal product of SNR and L which calculated in limited times are considered as Canny detection function, and then it is expressed as the first-order derivative of Gauss function. If expressed in a formula, the Gauss function is \(G(x) = e^{-\alpha^2 x^2/2}\), then the Canny operator can be written as:

\[
Ca(x) = xe^{-\alpha^2 x^2/2}
\]  

(4)

3.2. Hough transform algorithm

The Hough transform used universally today was invented by Richard Duda and Peter Hart in 1972, and they called it a "generalized Hough transform". The classical Hough
transform was concerned with the identification of lines in the image, but later the Hough transform has been extended to identifying positions of arbitrary shapes. The Hough transform has higher reliability and can bring out the ideal lines even under the condition of noise or some loss of image. The purpose of the Hough transform is to find imperfect instances of lines by a voting procedure. This voting procedure is carried out in a parameter space, from which the line candidates are obtained in a so-called accumulator space that is explicitly constructed by the algorithm for computing the Hough transform.

The basic idea to detect straight lines by Hough transform is the duality principle of points and lines. In other words, the Hough transform changes the problems of detecting straight lines in the image space into detecting points in the Hough transform space. In the image space, a straight line usually can be expressed as \( y = kx + b \) that has constant slope \( k \) and intercept \( b \). This is called the slope-intercept model of a straight line. In the Hough transform, Duda and Hart proposed a pair of parameters denoted as \( (r, \theta) \) to describe the lines for computational reasons. The pairs \( (r, \theta) \) define a polar coordinate. The parameter \( r \) represents the distance between the line and the coordinate origin, while \( \theta \) is the angle of the vector from the coordinate origin to the closest point of the line. Using this parameterization, the equation of the line can be written as the following equation.

\[
r = x \cos \theta + y \sin \theta
\]

The Hough transform algorithm uses a two-dimensional array \( C(r, \theta) \), called an accumulator, to detect the existence of a line. For each edge pixel \( (x, y) \), the Hough transform algorithm determines if there is a straight line at that pixel. If so, it will calculate the parameters \( (r, \theta) \) of that line, and then accumulate \( 1 \) to the corresponding element in the array \( C(r, \theta) \). Figure 3 demonstrates how a line in the image space is mapped to a point in the Hough transform space. In the Hough transform space, there are lots of lines across a point because the parameters \( (r, \theta) \) can take various value. But each points of the same line must have a same pair of parameters \( (r, \theta) \), and accumulate it into the array \( C(r, \theta) \). The final result of the Hough transform is the array \( C(r, \theta) \). Each element in the array has a value equal to the number of pixels that are positioned on the line.

This example illustrates a thing that every point inside the straight line in the image space can be mapped to the same point in the Hough transform space because they have the same slope and intercept. According to the idea of Duda and Hart, any straight line in the original image space can be mapped to a point in the Hough transform space. So the element of array \( C(r, \theta) \) with the higher value indicates the straight lines that are most represented in the input image. The length of the straight line segment determines the total value of the
element of array $C(r, \theta)$. In this way, the problem of detecting straight lines can be replaced with finding peak points in the Hough transform space.

Consider the rectangle shown in Figure 4. $P_1(x_1, y_1)$, $P_2(x_2, y_2)$, $P_3(x_3, y_3)$ and $P_4(x_4, y_4)$ are the four vertices of the rectangle. The length of sides are a and b.

![Figure 4. A rectangle in the image](image)

After accumulating the parameters $(r, \theta)$ of the image shown in figure 4 into the corresponding element of array $C(r, \theta)$, the final result of array $C(r, \theta)$ is shown in figure 5, there are 4 peak points after the Hough transform. They are respectively corresponding to the four sides of the rectangle: $P_2P_3$, $P_3P_4$, $P_4P_1$ and $P_1P_2$.

![Figure 5. The rectangle in the Hough transform space](image)

The four peak points $C_1(r_1, \theta_1)$, $C_2(r_2, \theta_2)$, $C_3(r_3, \theta_3)$ and $C_4(r_4, \theta_4)$ meet the following conditions:

- They are paired. $C_1$ and $C_2$ are a pair which meet the condition of $\theta_1 = \theta_2$. $C_3$ and $C_4$ are another pair which meet the condition of $\theta_3 = \theta_4$.
- The gap of the parameter $\theta$ between the two pairs of peak points is $90^\circ$, in other words, it means $|\theta_1 - \theta_2| = 90^\circ$ and $|\theta_3 - \theta_4| = 90^\circ$.
- The length of opposite sides is equal, so that the same pair of peak points’ accumulating value is equivalent. In other words, it means $C_1 = C_2$ and $C_3 = C_4$.
- The parameter $r$ between the same pair of peak points is related to the length of the rectangle’s sides, in other words, it means $|r_1 - r_2| = b$ and $|r_3 - r_4| = a$. 

4. Compartment Positioning Algorithm

4.1. Algorithm idea

The length, width and height data of the truck’s compartment is known from the truck’s RFID tags system, and the direction of the truck is fixed. We just need to identify the tail location of the truck, and then the whole poison of the truck compartment can be calculated with the rectangle geometry constraints.

As long as the tail part of the compartment is identified (In other words, a pair of vertices and three sides of the rectangle are found out), the rectangle compartment area excluding the front part of the truck can be identified according to the length and width data of the compartment come from the RFID tags system. Hence, we just need to cope with a half of the truck image. The compartment positioning algorithm idea is listed as follows.

Step 1: Acquire the truck image by the camera set up in the middle of the sampling area.

Step 2: Extract the edge of the truck image by Canny edge detection operator.

Step 3: Cope with half of the Canny edge image to perform Hough transform technique.

Step 4: Extract all existent straight lines in Hough transform space which would belong to the tail edge of the truck.

Step 5: Delete those straight lines which do not satisfy the specific conditions. So the straight lines which may not be part of the truck’s compartment would be removed. Theoretically, there are three straight lines left.

Step 6: Find out the pair of vertices which indicates the tail of the truck’s compartment region. The vertices are just two intersection points of the three straight lines.

Step 7: Use the rectangle geometric constraints to calculate the other two vertices. Since the four vertices of the rectangle compartment have been identified, the compartment area also can be confirmed.

Step 8: Convert the image coordinate to the physical compartment coordinate.

Step 9: Send the coordinate value to the mechanical sampling devices.

In the following subsections, some of these steps will be described in detail.

4.2. Straight line extraction algorithm

In order to find out the straight lines, the Canny edge image should be mapped into the Hough transform space according to the idea of Duda and Hart. The Hough transform is used for the whole image edge, so the range of $r$ is related to the diagonal length of the image, the range of $\theta$ should be $0 \sim 180^\circ$. The two-dimensional array $C(r, \theta)$ is used to cumulate the number of those pixels in the Canny edge that meet the straight line equation (5). The elements of $C(r, \theta)$ with the higher value indicate the straight lines that are most represented in the input image. The specific process for straight lines extraction is as follows.

(1) For each edge pixels $(x, y)$ in Canny edge, each $\theta$ can calculate a corresponding value $r$. The $\theta$ may take over any possible value in the range of $0 \sim 180^\circ$, each $r$ and $\theta$ constitute the only straight line in the Canny image. The values of array $C(r, \theta)$ are initialized as 0 and accumulated according to the value of $r$ and $\theta$, so we can get the numbers of pixels meet the
same parameters $r$ and $\theta$, and these elements of $C(r, \theta)$ with the higher value indicates the straight lines in the input image.

(2) Finding out the peak points in the array $C(r, \theta)$ because each peak point is corresponding to a straight line. Method for finding the peak point is to extract all points which meet the threshold condition $C(r, \theta) \geq T_r$, and the threshold $T_r$ is associated with the actual compartment size. The actual compartment size was known, so the amount of lines extracted can be limited in a certain range.

4.3. Vertex extraction algorithm

We have known that $C_1(r_1, \theta_1)$, $C_2(r_2, \theta_2)$, \ldots, $C_n(r_n, \theta_n)$ are $n$ peak points extracted from array $C(r, \theta)$ by previous straight line extraction algorithm, the goal for this step is to find out a pair of vertices (that is, two intersection points of three straight lines) which indicates the tail of the truck’s rectangle compartment region.

Firstly, we must find out a pair of parallel sides belong to the compartment by scanning each peak point. If a pair of peak points which meet the following condition, then they would be made a pair.

$$|\theta_i - \theta_j| < T_{\theta} \quad \text{and} \quad |\rho_i - \rho_j| - W < T_w$$

(6)

In condition (6), $T_{\theta}$ is the angle threshold, $W$ is the actual width of the compartment, $T_w$ is the width deviation threshold.

Among those peak points which are not paired successfully, the third side of the compartment $C_i(\rho_3, \theta_3)$ is just the one which satisfies the following condition.

$$\left|\frac{\theta_3 - \theta_i + \theta_j}{2}\right| - 90^\circ < T_\alpha$$

(7)

In condition (7), $T_\alpha$ is the angle threshold.

Now the three peak points we found out just represent the three sides of the tail compartment. The rest work is to extract the two vertices of the tail compartment.

Assuming the three peak points we find out are $C_1(r_1, \theta_1)$, $C_2(r_2, \theta_2)$ and $C_3(r_3, \theta_3)$ as shown in Figure 5. As an example, $C_1$ and $C_3$ are involved to demonstrate how to get a vertex. The intersection point of the two straight lines is exactly the vertex wanted.

We can get equation (8) by feeding the parameters $C_i(\rho_i, \theta_i)$ into equation (5) and get equation (9) by feeding the parameters $C_i(\rho_i, \theta_i)$ into equation (5).

$$\rho_1 = x \cos \theta_1 + y \sin \theta_1$$

(8)

$$\rho_2 = x \cos \theta_4 + y \sin \theta_4$$

(9)

The intersection point of the two straight lines can be calculated by equation (8) and (9) and the intersection point is corresponding to the vertex $P_2(x_2, y_2)$. 
Similarly, we can calculate the intersection point of $C_2$ and $C_1$, which is corresponding to the vertex $P_i(x_i, y_i)$. So we have known a pair of vertices and three sides of the compartment. It means a pair of vertices and three sides of the rectangle compartment have been found out.

### 4.4. Solving rectangle compartment vertices

The problem of solving rectangle compartment vertices can be changed into solving the location of the vertices $P_3$ and $P_4$ shown in Figure 4, because we have known the location of vertices $P_1$, $P_2$, three edges, and the length of $a$ and $b$ in Figure 4.

The three peak points of the rectangle have been known as $C_1(\rho_1, \theta_1)$, $C_2(\rho_2, \theta_2)$, and $C_3(\rho_3, \theta_3)$. According to the relationship among the four Hough peak points described in Section 3, the last peak point $C_4(\rho_4, \theta_4)$ should meet the condition of $|\rho_4 - \rho_3| = a$ and $\theta_4 = \theta_1$. The vertex $P_3$ is exactly the intersection point of $C_3$ and $C_1$, and the vertex $P_4$ is exactly the intersection point of $C_2$ and $C_3$. Hence, refer to the equation (5) we can work out them. Now, the four vertices have been identified, the location of the compartment is just the area by connecting the four vertices.

### 5. Experiment Result

Firstly, the Canny operator is used to detect the edge of the original image. The original image acquired by the camera overhead is shown in Figure 6, the Canny edge image is shown in Figure 7. The front part of the truck is included in the Canny edge.

![Figure 6. The original image](image_url)

Figure 6. The original image

![Figure 7. Canny edge image](image_url)

Figure 7. Canny edge image

Secondly, cutting out half of the Canny edge image to perform rectangle feature extraction with the windowed Hough transform algorithm. Each peak point in the Hough transform space is corresponding to a straight line. The tail part of the compartment includes 3 lines, and the 3 straight lines extracted are shown in Figure 8.

![Figure 8. The straight lines extracted in the tail part](image_url)

Figure 8. The straight lines extracted in the tail part
Thirdly, scanning each peak point to find out the pair of parallel edges which satisfy condition (6) and the third edge of the compartment which satisfies condition (7). According to equation (8) and (9), we can calculate two intersection points related with the 3 straight lines shown in Figure 8.

Then, according to the relationship among the four Hough peak points described in section 3, the fourth characteristic straight line of the compartment can be obtained. So we can get the other two vertices by finding out the intersection points among the fourth straight line and the two parallel lines. As shown in Figure 9, the rectangle region of the compartment is the area marked by connecting the four vertices.

![Figure 9. The rectangle indicates the location of the compartment](image)

Finally, converting the image coordinate to the physical compartment coordinate.

### 6. Conversion Error Analysis

The image coordinate is in pixels, converting the image coordinate to the physical compartment coordinate is the premise condition to ensure that the coal samples must be obtained inside the truck’s compartment.

#### 6.1. Converting algorithm

As shown in Figure 10, supposing the top view angle of the camera is $\varphi$, the distance from the ground to the camera is $H$, and the size of the image is $640 \times 480$.

![Figure 10. Converting the coordinate](image)

(1) Scaling. Considering each degree of $\varphi$ includes the same number of pixels, so a pixel can be converted to $\frac{\varphi}{640}$ degree in the horizontal orientation, and the length for a pixel is $L_{ox} = \tan\left(\frac{\varphi}{640}\right) \times H$. Similarly, a pixel can be converted to $\frac{\varphi}{480}$ degree in the vertical orientation, and the length for a pixel is $L_{oy} = \tan\left(\frac{\varphi}{480}\right) \times H$.

(2) Conversion. Considering a random pixel $(x, y)$, firstly, converting to $(x_0, y_0)$ that relative to the image center point; and then converting to the physical compartment coordinate $(P_{x0}, P_{y0})$ that relative to the physical center point $o$ according to the $L_{ox}$ and $L_{oy}$.
6.2. Conversion error analysis

This converting algorithm may introduce mainly two kinds of errors as follows.

(1) The top view angle $\varphi$ of camera and the distance from the ground to the camera H may introduce error.

As shown in Figure 11, supposing the distance from the ground to the camera is H, the distance from the ground to the truck’s roof is h, the physical center point is o. Now, considering the point $P_1$. The horizontal coordinate (physical coordinate) of $P_1$ relative to the center point o is $X_1$. Due to the fixed angle of camera view, $P_1$ is moved to the projection point $P_2$ with the horizontal coordinate $X_2$ from the camera. $X_1$ and $X_2$ are related because $X_2 = X_1 + h \times \tan \alpha$ and $\tan \alpha = \frac{X_1}{H - h}$. Hence, the top view angle $\varphi$ of camera and the distance from the ground to the camera H introduce the error $h \times \tan \alpha$ in the horizontal coordinate. That means $X_1 < X_2$. Similarly, we can derive $Y_1 < Y_2$ and so forth.

![Figure 11. Conversion error analysis](image)

(2) Scaling formula may introduce error.

In Scaling, the number of pixels matched to each degree of $\varphi$ is considered to be equal. However, it is relative to the arc length L in fact. Hence, for point $P_1$, the real horizontal coordinate of the projection point is $X_2 = H \times \tan \beta$ and $\beta = \frac{X_2}{\text{the radius of circle}}$ after scaling calculation. However, the calculation formula should be $\alpha = \frac{L}{\text{the radius of circle}}$ in fact. It means $X_1 < X_2$. Similarly, we can also derive $Y_1 < Y_2$.

In conclusion, the two kinds of errors are opposite. They can cancel each other out. The top view angle $\varphi$ of camera and the distance from the ground to the camera H may expand the error, but the scaling calculation can reduce the error.

7. Conclusion

In this paper, a new algorithm is proposed to position the truck’s compartment full of coal. In the power plants and steel mills whose main material is coal, the sampling control device must know the sampling locations which are inside the compartment. This algorithm is achieved by Canny edge and Hough transform. Firstly, the truck image is acquired by the camera overhead. Secondly, the Canny operator is used to extract the edge of the image, because it is sensitive to the image texture features. Thirdly, the Canny edge image is transformed to the Hough transform space. The peak points in the Hough parameter space indicate the straight lines which may be the elements of the compartment. The actual size of
the compartment is introduced into the calculating, hence, the positioning accuracy of the truck can be increased and it is important for the coal sampling automation. Finally, converting the image coordinate to the physical compartment coordinate, and the coordinate conversion error analysis indicates that the converting method is workable.
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